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Over the past two decades Africa has experienced the fastest growth in the global telecommunications 
market, especially due to the tremendous growth of the mobile telecommunications sector. Studies 
have shown that ICTs play a significant role in a country’s development, and the strategic application of 
ICTs to the agricultural sector, which is the largest economic sector in most African countries, offers 
the best opportunity for economic growth and poverty alleviation on the continent. The main objective 
of this paper is to assess if at all the proliferation of ICTs on the African continent has had any 
significant impact on agricultural production. The study uses the 2000-2011 panel data for 34 African 
countries, since this is the period when the spread of ICTs is deemed to have started having an impact 
on the continent. It applies Antle (1983) methodology and approach by utilizing specific ICTs as input 
variables. The results suggest that ICTs play a significant role in enhancing agricultural production, 
despite mobile phones having an insignificant impact while telephone main lines remain a significant 
contributor to agricultural growth despite the wide proliferation of mobile technologies. The results also 
suggest that certain socio-economic characteristics such as higher education levels and skills are 
prerequisites for effective improvements in agricultural production due to the adoption and utilisation 
of new technologies.  
 
Key words: Information and Communication Technologies (ICTs), agricultural production, ICT utilisation, 
Africa, agricultural output, agricultural production function and Feasible Generalised Least Squares (FGLS). 
 

 
INTRODUCTION 
 
African countries have been characterised by decades of 
unfruitful attempts to shift from the agricultural sector. 
Based on Western experience, less-developed countries 
were being pushed to strive for economic emancipation 
through the transformation of their economies with a 
decreased reliance on the primary sector (Ansoms, 
2008). However, these economies remain predominantly 
agrarian, with the sector accounting for roughly 15% of 
the continent’s GDP, employing 90% of the rural 
workforce and 60% of the total labour force (urban plus 

rural), contributing as much as 40% of export earnings, 
and providing over 50% of household needs and income 
(UNECA, 2007; McKinsey, 2011). With this minimal 
contribution to growth, however, Africa’s arable land 
makes up to 40% of arable land globally, while only 10% 
is being cultivated (EIU, 2012). This is because the sector 
has received the least attention, especially in the areas 
deemed critical to its development from national 
governments, hence the sector’s poor performance. 
Leading to lack of critical rural infrastructure,  inadequate  
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access to advanced technologies, limited access to 
affordable financing, markets and unfair market 
conditions, high production and transport costs, low skills, 
etc. in the sector. 

The share of agriculture in GDP in many African 
countries is much smaller, often 30% or less indicating 
low productivity levels in the sector (AfDB, OECD, UNDP 
and UNECA, 2012). Despite the role played by 
agriculture in development in Africa, agricultural 
production and yields have lagged far behind those in 
developed countries over the past few decades. In 
accordance with the reasons indicated earlier, this poor 
sector performance, to a greater extent, has been 
attributed to the underutilization of improved agricultural 
technologies, which has remained relatively low in 
developing countries since the 1970s (Aker, 2011). It 
should also be noted that a critical force in transforming 
agriculture in countries such as China and Korea was the 
investment in transport and communications 
infrastructure especially information and communication 
technologies (ICTs)1, apart from their emphasis on 
agricultural research and extension, irrigation systems 
and storage facilities which are essential factors for 
raising productivity and increasing income for the poor 
(UNECA, 2012). 

Although agriculture and natural resources are deemed 
to continue being the key drivers of Africa’s economic 
growth, it is the application of modern technologies that is 
considered to have the most significant impact on the 
growth trajectories of most African economies. Kimeyi 
and Moyo (2011) stress that technological innovations 
and the adoption of new technologies provide great 
opportunities for growth in service sectors such as 
agriculture, health, education, banking and insurance. 
This being the case, countries have identified ICT as an 
important component in moving the countries’ 
subsistence-based economy to a service-sector driven, 
high-value added information and knowledge based 
economy, that can compete effectively on the global 
market (Ansoms, 2008).  

Countries that embrace and invest in and adopt 
technologies that are suitable for their circumstances will 
be able to sustain growth and be competitive. The 
strategic application of ICTs to the agricultural sector, 
which is the largest economic sector in most African 
countries, offers the best opportunity for economic growth 
and poverty alleviation on the continent (World Bank, 
AfDB and AUC, 2012).  

For example, in a recent study by the African 
Development Bank (AfDB), it is found that Africa could 
increase its cereal productivity by 75% if it prioritises the 
use of new high-yield variety seeds, chemical fertilizers 
and other inputs, hence achieve unique opportunity 

                                                 
1For purposes of this study ICTs relate to information-handling tools that are 
used to access, gather, produce, store, process, distribute, manipulate and 
exchange information which could include a variety of hardware, software 
applications and associated services. 

 
 
 
 
higher growth rates and food security.2 ICTs offer  to 
facilitate technological adoption, to transmit information 
about new seed varieties, inputs and information about 
new markets and market prices at a relatively low cost, 
hence having a significant contribution to agricultural 
growth.The ICT sector has experienced tremendous 
progress when compared to other infrastructure sectors 
in Africa, and its growth has been steadily improving in 
the past two decades. This has been especially due to 
the widespread liberalization   of    the    
telecommunications market in the region and the 
developments in mobile technology which have 
transformed the opportunity costs of communication by 
greatly reducing time and cost of acquiring and 
disseminating information. These developments have led 
to an unprecedented increase in access to ICT services, 
making Africa the fastest growing region in the global 
telecommunications market. The sector has grown from 
less than 2 million people using mobile phones in 1998 to 
over 400 million in 2009.3 As of September 2010, the total 
number of subscriptions as measured by the number of 
mobile connections reached 620 million, surpassing Latin 
America, becoming the second largest mobile market in 
the world after the Asian Pacific (GSMA, 2011), with 
subscriptions reaching 720 million by 20124.  

Infrastructure developments, especially the undersea 
cables have sparked stiff competition in Africa’s 
broadband market, forcing telecommunications prices 
down in the region, with mobile phone subscribers 
announcing significant reductions in Internet service 
prices. According to research findings by AfricaNext 
Research (an investment research firm), median 
international wholesale bandwidth prices have fallen by 
more than 70% in many markets; in sub-Saharan Africa 
bandwidth supply rose by nearly 300% in 2010, and 
many countries have raised their international bandwidth 
intake nearly tenfold (Rao, 2011). In terms of 
telecommunications investment, spending on African 
infrastructure rose at a compound annual rate of 17% 
over the period 1998-2007, up from US$3 billion in 1998 
to US$12 billion in 2008, significantly outstripping the 
growth of the global infrastructure investment. The mobile 
telephony accounted for more than 30% of the 
investment over the same period (McKinsey, 2011). The 
number of mobile subscribers has further room for growth 
as Africa is being seen to have the world’s largest 
working-age population by 2040, which reflects the 
economic potential with a younger demography, of which 
38% of the working youth in Africa are in the agricultural 
sector (UNECA, 2012; EIU, 2012; AfDB, OECD, UNDP, 
UNECA, 2012). These developments will not only help 
deepen the utilization of ICTs and the 
telecommunications market, and allow business to 
operate more efficiently and cost effectively, but will also 

                                                 
2 See OECD, AfDB and UNECA (2009). 
3 See www.worldbank.org/connectafrica for further details. 
4 McKinsey (2013). 



 
 
 
 
present significant opportunities not only to the 
agricultural sector, but to the general business sector as 
a whole.  

A number of studies have been conducted on the 
continent looking at the role and utilization of ICTs in the 
agricultural sector, mainly focussing on specific country 
case studies and initiatives (the micro perspective). 
Mainly with regard to how they have impacted on 
development and the people’s living standards, in the 
communities where the projects are implemented, among 
others, through their contribution to the development and 
growth of the agricultural sector.5 However, despite all 
these development initiatives involving the utilization of 
ICTs, there have been no empirical studies, as far as the 
author is concerned, to have been conducted to assess 
the overall impact of such kind of initiatives at a macro 
level, that is, at country as well as regional level – to 
assess if at all the utilization of ICTs in the agricultural 
sector have had an impact on agricultural production. 
This is done while taking cognizance of the fact that 
countries are at different levels of development, having 
different country characteristics including their limited 
access to energy sources especially electricity, which 
play a critical role in ICTs utilization.  

Therefore, the main objective of this study is to 
examine the impact of ICTs on agricultural production in 
Africa. The study is triggered by the desire to establish if 
at all the proliferation of ICTs on the African continent 
over the passed decade, especially their utlization in the 
agricultural sector have had any significant impact on 
agricultural production. It is argued that a substantial 
proportion of the differences in aggregate agricultural 
output across countries could be attributed to significant 
inter-country performance differences in transport and 
communication sectors, as well as differences in factor 
endowments, technical inputs and education (Antle, 
1983). This indicates that investments in ICTs could raise 
agricultural production considerably, as has been the 
experience with Esoko and M-Pesa among others, as 
stipulated in the section that follows. Based on the 
methodological approach by Antle (1983), this study 
employs the widely-used Cobb-Douglas production 
function with a focus on ICTs as one of the inputs, in 
order to explore ICTs’ influence on agricultural output 
growth.  The study is envisaged to play a pivotal role in 
filing the gap that exists on the African continent, 
especially during this period when Africa has become the 
fastest growing region in the global telecommunications 
market. 
 
 
The role of ICTs in the agricultural sector – 
Theoretical and empirical perspectives 
 
Increasing agricultural production is critical in reducing 

                                                 
5 For specific example see World Bank, African Development Bank and 
African Union Commission (2012). 
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poverty as it can boost farmers’ income especially 
smallholder farmers who have limited resources to 
leverage in growing and marketing their produce. This 
could be achieved if there exists an efficient value chain, 
which entails engaging many stakeholders ranging from 
farmers growing the crops and raising cattle, to input 
suppliers and distributors.  

However, the existence of efficient value chains 
depends on the efficient and systematic flow of relevant 
information, which in turn depends on the existence of an  
efficient and reliable ICT infrastructure and the 
associated services to connect to a diverse range of 
stakeholders along the agricultural value chain 
(Halewood and Surya, 2012). In this regard, ICTs could 
provide a unique opportunity to facilitate agricultural 
related technological adoption and access, provision of 
information on markets and market prices, weather, 
transport and agricultural techniques.6 

The ICT sector has had a significant impact in 
developing countries, as they are being utilized in the 
agricultural sector through ICT-enabled solutions for food 
and agricultural production. ICTs improve access to 
financial services of which a large body of theoretical and 
empirical literature suggests could have significant 
impacts on economic growth and poverty reduction in 
developing countries (Burgess and Pande, 2005; Levine, 
2005a, b). A good example is the use of mobile money 
through M-Pesa in Kenya, where studies have shown 
that households with access to mobile money are better 
able to manage negative livelihood shocks such as job 
losses, death of livestock, or problems with harvests 
(Aker and Mbiti, 2010; Sen and Choudhary, 2011).  
Insurance, credit and savings services are also being 
developed based on the mature mobile money systems 
in Africa. For example, Kilimo Salama is a micro-
insurance product that uses M-Pesa to provide payouts 
to smallholder farmers where crops fail. In the second 
year of its operation in 2011, 12,000 farmers were 
insured, and 10% of these received payouts of up to 50% 
of their insured inputs (Sen and Choudhary, 2011), hence 
having an impact on agricultural growth and people’s 
livelihoods. 

ICTs help extension workers and researchers to adopt 
improved agricultural practices and disseminate them to 
farmers. They provide agricultural information that is 
relevant to farmers such as agricultural techniques, 
commodity prices, and weather forecasts to farmers. The 
utilization of ICTs, especially mobile technologies, helps 
agricultural producers, who are often unaware of 
commodity prices in adjacent markets and rely on 
information from traders in determining when, where, or 
for how much to sell their produce, to have relevant and 
timely information to this regard. Delays in obtaining this 
information or its misinterpretation by middle traders has 
serious consequences for agricultural producers, leading 
to charging low prices or high/low produce supply in the 

                                                 
6 See for example Lio and Liu (2006); Aker and Mbiti (2010) and Aker (2011). 
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markets.7 Also, relying on traders or agents creates rent 
seeking opportunities, adding to the agricultural workers’ 
cost of doing business. As a result of mobile 
technological developments, especially mobile phones 
have had some dramatic effects, particularly in rural 
Africa, for example the utulization of e-Soko in Rwanda.8 
Farmers can compare  market  prices  for  the  grain  they 
produce and fishermen are able to sell their catch every 
day and reduce spoilage and waste by locating 
customers (Aker and Mbiti, 2010; Chavula, 2012). 
Studies have shown that the benefits of using ICTs in 
promoting access to price information in Africa have ledto 
increases of up to 36% of farmers’ income, and up to 
36% of traders’ income in countries such as Kenya, 
Ghana, Uganda and Morocco (Halewood and Surya, 
2012). This is because ICTs facilitate information flow 
and enhance communication between buyers and sellers 
leading to lower communication costs, thereby allowing 
individuals and firms to send and acquire information 
quickly and cheaper (Aker and Mbiti, 2010). This makes 
markets operate more efficiently, hence increase the 
overall production in the agricultural sector and growth of 
the economy as a whole. 

ICTs play also an important role in facilitating 
agricultural growth because they increase the efficiency 
of market interactions and provide access to real time 
information mainly by enhancing farmers’ access to 
markets and their pricing power through the use of 
trading platforms over the Internet through web/mobile 
applications (Driouchi et al., 2006). They allow people to 
obtain information immediately on a regular basis as 
compared to other information channels. It is argued that 
the utilization of ICTs, especially by using mobile 
technologies greatly reduces search costs, as stipulated 
by the search theory.9 It is also argued that in markets 
where traders have local monopoly, increased access to 
information could improve consumer welfare by 
disrupting this monopoly power, although it also reduces 
traders’ welfare (Aker and Mbiti, 2010). Also, despite their 
high initial fixed costs, mobile technologies and their 
variable costs associated with their use are significantly 
lower than equivalent travel costs and other opportunity 
costs.  

In their study in Niger, Aker and Mbiti (2010), observed 
that an average trip to a market located 65 km away can 
take 2 to 4 h roundtrip, compared to a two-minute phone 
call. E-soko, a mobile and web-enabled repository of 
current market prices and a platform through which 
buyers and sellers interact in Ghana, managed to 
increase farmers revenue by 10% since they started 
using the platform in northern Ghana (Halewood and 
Surya, 2012). These real time market dynamics help 
farmers deal with external demand directly, hence 

                                                 
7 See Aker and Mbiti (2010) and Halewood and Surya (2012) for further 
details.,  
8 Visit www.esoko.gov.rw for more details. 
9 See Aker and Mbiti (2010) for more details. 

 
  
 
 
capturing more of the products’ value. In their study Muto 
and Yamano (2009) found that mobile phone coverage 
was associated with a 10% increase in farmers’ 
probability of market participation for bananas, but not 
maize, in this case suggesting that mobile phones were 
more useful for perishable goods. Supporting the notion 
that technology-driven agricultural services have the 
ability to improve crop yield, expand access to markets, 
and boost revenue for farmers – thus improving 
livelihoods and boosting the broader economy. 

Especially through connecting farmers with expertise 
and information on everything from weather, crop 
selection, and pest control to management and finance. 
For example, the Ethiopian Commodity Exchange (ECX) 
provides a virtual market place, accessible online, by 
phone or SMS, which provides transparency on supply, 
demand and prices, and increases farmers’ share of 
revenue (McKinsey, 2013 for more details). 

In terms of technological developments, increases in 
agricultural production will depend on the technological 
capacity to innovate, develop and the diffusion of new 
technologies and technological techniques which are 
specifically adapted and utilized based on the existing 
factor endowments and prices in a particular region or 
country (Hayami and Ruttani, 1970). One such factor is 
the level of education which entails the capacity of a 
country required to engage in the necessary agricultural 
research, development and extension as well as the 
ability to acquire, adopt and utilise existing agricultural 
knowledge and new agricultural related technologies. To 
enhance the diffusion and utilization of agricultural 
knowledge and acquisition of the necessary technological 
skills, there is need to have a diverse range of agricultural 
skills, by making more investment in education, skills 
development and life-long learning (Juma, 2006). 
Advanced skills and higher education play a 
complementary role to technological advances in this 
knowledge revolution.  

New technologies cannot be adopted in agricultural 
production without a sufficient education and trained 
workforce who should be equipped with the necessary 
skills and knowledge, and also to be able to impart the 
knowledge and skills acquired to the masses especially, if 
it involves the less educated especially in the rural areas. 
Hence agricultural related technological developments 
may not take place without an educated and therefore 
demanding customers and consumers, in this case the 
agricultural population. Even those who do not go into 
careers that require advanced education in agricultural 
science and engineering will need basic scientific and 
technological literacy to function as effective citizens in 
this environment. This being the case education and 
skills development affect both the supply and demand 
side of the agricultural-based knowledge driven economy. 
Theoretically, higher education allows workers to use 
existing physical capital more efficiently, it drives the 
development and diffusion of new knowledge and 
technologies and also improves the capacity to imitate 



 
 
 
 
and adopt new knowledge and technologies (Dahlan 
2007), as well as impart that knowledge to a greater part 
of the local population. This implies that developing 
countries need to expand not only primary education, but 
also secondary and tertiary education in order to enhance 
the diffusion and utilization of knowledge for agricultural 
as well as economic development as a whole.  

While primary and secondary education have been at 
the centre of donor community attention for decades, 
higher  education  and  research  have  been  viewed   as 
essential to development in recent years in Africa. Higher 
technical education is increasingly recognized as a 
critical aspect of the development process, especially 
with the growing awareness of the role of science, 
technology and innovation (Juma, 2006). Increasing 
higher education will lead to a rapid development and 
dissemination of agricultural knowledge, which will lead to 
more advances in technological innovation as it is 
becoming a more critical element for the countries’ 
competitiveness and development.  
 
 
METHODOLOGY 
 

Countries are assumed to produce agricultural output )(Q based 

on ICTs, level of agricultural related technology )(T , human 

resources )(H , and physical capital )(P . Following Antel (1983) 

approach, we assume a Cobb-Douglas agricultural production 

function with A  being the Hicks-neutral productivity level which is 
dependent on ICTs and level of education, and   being an 
identical and independently distributed random variable, and the 
agricultural production function takes the following functional form:  
 

 PHATQ                                                                     (1) 

 

where ,  and    are constant coefficients such that the 

concavity of Q  is ensured. With this functional form the inter-

country agricultural production function for estimation could be 
specified as: 
 

itititititit PHTAQ   logloglogloglog           (2). 

 

It should be noted that T , H , and P  encompass the 
conventional agricultural inputs in the agricultural production 
function literature. This being the case, in this study as has been 
the case in a wide range of studies in the agricultural production 

function literature10, the level of agricultural related technology )(T  

is captured by machinery and fertilizer variables which are aimed at 
capturing the effects of technical inputs on agricultural productivity. 
Fertilizer consumption which is commonly viewed as a proxy for the 
whole range of chemical inputs to the sector which is captured by 
the amount of fertilizer (in kilograms) per hectare of arable land, 
and machinery which is measured by the number of agricultural 
tractors. 

Physical capital )(P  is represented by land and livestock, 

                                                 
10 See for example Hayami and Ruttan (1970), Antle (1983), Mundlak et al. 
(1997), Lio and Liu (2006), and Butzer et al. (2010). 
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representing a form of long-term internal capital accumulation of 
inputs primarily supplied by the agricultural sector, with physical 
infrastructure captured by the existing road networks (in kilometres). 
Increases in both inputs of land and livestock per worker tend to be 
associated with low levels of labour and high levels of land per unit 
of output (Hayami and Ruttani, 1970). Land is measured by 
hectares of arable land and permanent crops, while Livestock is 
measured by livestock’s gross capital stock (fixed assets) at 2005 
US dollar prices. Human capital )(H  is represented by the labour 

force in the agricultural sector, which is captured by the 
economically active population in the agricultural sector, education 
which is captured by primary school completion rate (primary), 
secondary school gross enrolment rate (secondary) and tertiary  
education gross enrolment ratio (tertiary), and also infant mortality 
rate, while agricultural output )(Q is measured as agricultural value 

added at 2000 US dollars in a country. 
The most relevant variable of interest is the Hicks-neural 

productivity level A. As indicated earlier, this is a function of ICT and 
education. ICT is captured by three variables which include country 
i ’s mobile subscribers per 100 people (mobile), country i ’s 
number of telephone main lines per 100 people (telephone) and 
country i ’s Internet users per 100 people (Internet). Our main area 
of focus is to examine whether the increase in ICT penetration on 
the continent (through mobile, Internet and telephone main lines) 
has had an impact on agricultural production among African 
countries. Taking cognizance of the countries’ being at different 
levels of development as well as the within country characteristics 
that might have an effect on ICTs acquisition, access and utilization 
hence the inclusion if infrastructure as one of the variables. 

Our hypothesis is that increased Internet usage should have a 
greater effect when compared with mobile penetration and 
telephone main lines penetration individually, since both are being 
used by the African population to access the Internet. However, we 
expect the increased mobile rollout to have greater impact on 
agricultural production than the telephone main lines. Furthermore, 
we could not assume that there is no reverse causality between 
agricultural output growth and ICT penetration over the period 
understudy, hence there is need to examine whether this is true or 
not, by testing the direction of causality between ICTs and 
agricultural production. Since growth in agricultural production could 
also lead to an increase in the adoption and utilization of ICTs and 
vice versa. 

However, it should be noted that while many observations and 
studies indicate that telecommunications investment could have a 
positive contribution to economic growth (as indicated above), it is 
argued that the opportunities that come with these investments may 
not be fully grasped by people in rural areas of developing countries 
such as those in Africa. It is suggested that new technologies, such 
as the Internet, may not have a significant impact as expected. It is 
observed that the Internet is more expensive than telephone 
access, it requires a higher level of education and skill to operate 
than a telephone, the dominant languages of the Internet are 
generally not those used in the rural areas by the poor, and also the 
Internet requires a critical mass of users to make it sustainable, 
which are particularly lacking in the rural areas of developing 
countries (Roeller and Waverman, 2001; Lio and Liu, 2006). This 
being the case results from this study might end up rejecting the 
hypothesis stipulated above about the increased Internet usage and 
its associated effects. 

Data for the variables used for analysis in this study are obtained 
form a number of cross-country data sets over the period 2000 to 
2011, since it has been observed to be only since the late 1990s 
when the spread of ICTs especially mobile and Internet 
technologies started having an impact on the continent (Chavula 
and Chekol, 2010). Data for ICT variables is obtained from the 
International Telecommunications Union (ITU 2011)-World. 
Telecommunication Indicators database; the data on agricultural 
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Table 1. Correlation coefficients for ICT utilization and selected agricultural and education level variables. 
 

Variable Output Land Labour Fertilizer Machinery Infrastructure Mortality Mobile Telephone Internet Primary Secondary 

Land 0.7567            
Labour 0.5498 0.8359           
Fertilizer 0.2945 -0.1772 -0.2796          
Machinery 0.6178 0.3849 0.1580 0.3647         
Infrastructure 0.6820 0.7391 0.6118 -0.1965 0.3119        
Mortality -0.0508 0.4817 0.6793 -0.6016 -0.4019 0.3700       
Mobile 0.0575 -0.3089 -0.5727 0.4577 0.3836 -0.1965 -0.6419      
Telephone 0.0514 -0.4443 -0.6793 0.6236 0.3937 -0.3347 -0.9108 0.6121     
Internet 0.0932 -0.3734 -0.6315 0.4993 0.4571 -0.2644 -0.8220 0.8961 0.8172    
Primary 0.2172 -0.2735 -0.5065 0.5069 0.4966 -0.0804 -0.7672 0.7374 0.7299 0.8082   
Secondary 0.2432 -0.2858 -0.5510 0.5452 0.4746 -0.1122 -0.8208 0.6844 0.7992 0.7960 0.9440  
Tertiary 0.3300 -0.1911 -0.4985 0.4518 0.3641 -0.0675 -0.7879 0.6966 0.7343 0.8001 0.7291 0.7890 

 
 
 
inputs is obtained from the Food and Agricultural 
Organization’s statistical database (FAOSTAT), while the 
data on education variables came from the World Bank’s 
World Development Indicators database (EduStat). 
However, due to the unavailability of data on some of the 
variables such as rainfall and research and development in 
the agricultural sector, it was not possible to include these 
variables during the estimation process, despite 
recognizing very well the significant role these variables 
play in the development of the agricultural sector. 

With the discussion in the preceding sections, it is worth 
examining the correlation between the status of ICT 
utilization andsome important agricultural related variables 
such as those related to agricultural output, the level of 
education, land, labour, fertilizer, machinery, infrastructure 
and mortality rate. Table 1 show that all the variables are 
positively related to agricultural output, except for mortality 
rate which exhibits a negative relationship. The table also 
shows that land, labour, mortality rate and infrastructure 
are negatively related to both ICT and education related 
variables. The correlation between fertilizer and mobile 
subscription, telephone main lines and Internet users is 
0.46, 0.63 and 0.50 respectively. This has been attributed 
to the fact that the adoption of capital intensive production 
methods is a function of specialization, relying mostly on 
transaction conditions (Lio and Liu, 2006). However, the 
relationship between ICT variables and education variables 
ranges from 0.68 to 0.81 indicating the importance of the 

level of education or the stock of human capital in the 
utilization of ICTs. This is in support of the findings of some 
of the earlier studies such as Dewan and Kraemer (2000) 
and Lio and Liu (2006).  

However, the table shows that the highest correlation 
between primary completion rate and ICT is the use of the 
Internet. This could be in support of the hypothesis that 
Internet can be utilized through both mobile phones and 
telephone main lines, hence having the highest correlation 
coefficient. While the correlation between secondary 
school enrolment and ICT variables are highest in 
telephone main lines and the Internet as compared to 
mobile phone usage. The relatively high correlation is also 
observed between tertiary education and Internet usage, 
seconded by telephone main lines followed by mobile 
phones with the lowest correlation coefficient. This could 
be emphasizing the need for tertiary education to fully 
exploit the potential of ICTs especially through the 
utilization of the Internet to access agricultural information, 
deliver agricultural extension services and carry out 
ecommerce related activities. At the same time it is 
observed that mobile usage has relatively the highest 
correlation coefficient with Internet usage as compared to 
telephone main lines, supporting the notion that most of the 
people are currently using mobile technologies to access 
the Internet.  

However, with the recent developments in ICT 
innovations, it could be argued that despite ICT being 

emphasized to be a function of the level of education 
among African countries, it could also be true that 
education may be a function of ICTs, as the population 
could have access to education or be able to attend 
courses through distance learning by using ICTs.11 
 
 
EMPIRICAL RESULTS 
 
Table 2 presents results of the impact of ICTs on 
agricultural output growth involving 34 African 
countries using unbalanced panel data regression 
analysis, over the period 2000 to 2011. These 
countries were included in the analysis based on 
the availability of data for the required economic 
variables. Furthermore, due to the missing data 
on specific variables involved during estimation of 
the different models, there is a varying number of 
sample observations in the different models 
presented. The Hausman specification test was 
carried out to identify which model (between the 
fixed and random effect models) best describes 

                                                 
11See McKinsey (2013) for more details on this. 



 
 
 
 
the data generation process among the countries 
involved in the cross-country analyses. From the 
diagnostic tests in Table 2 it is observed that almost all 
the models exhibited the presence of either 
heteroscedasticity or autocorrelation or both, rendering 
the estimates unreliable and inefficient. 

These led to the use of the feasible generalised least 
squares (FGLS) estimation method, since the approach 
assumes that, in the case of panel heteroscedasticity, the 
error variances vary across countries, but remain 
constant over time and within each country (Lio and Liu, 
2006). generally, the results in Model 1 of Table 2 show 
that all the agricultural input variables had a positive and 
significant impact on agricultural output (to some extent 
supporting the results of the correlation coefficients in 
Table 1, except for livestock, machinery and mortality 
rate which were either found to be negative or 
insignificant. Looking at the inclusion of the ICT variables 
in the model reveals that only telephone main lines have 
a positive and highly significant impact on agricultural 
output, while both mobile subscription and Internet usage 
have insignificant impact on agricultural output showing 
the underutilization of the two technologies in the 
agricultural sector. Despite the proliferation of mobile 
phones, this result could be showing that these 
technologies, despite being utilised effectively in certain 
agricultural activities or initiatives12, they have not been 
able to have a significant impact on agricultural 
production in the sector at country level on the continent. 
To some extent supporting the findings of the earlier 
studies by Lio and Liu (2006) in which an ICT adoption 
index was used and in Antle (1983) where a country’s 
transport and communication output was used. 

Comparing the size of coefficients between Model 1 
with models 1 and 3; it is observed that when the 
telephone main lines variable is included in the model 
(that is, Model 3), the size of the coefficients of the 
variables such as labour, infrastructure, mortality rate, 
and primary education significantly increase to 0.39, 0.23, 
-0.726 and 0.14 respectively in Model 3 showing 
improvement in these variables. While the coefficients for 
land and livestock variables are reduced from 0.67 and -
0.14 in Model 1 to 0.65 and -0.18 in Model 3 respectively. 
These results, to a greater extent reveal that, even 
though their has been a significant increase in mobile 
penetration on the continent over the passed decade, the 
use of telephone main lines still remains the most highly 
utilised form of technology hence its relatively higher and 
significant contribution to the growth of the agricultural 
sector in comparison to both mobile phones and the 
Internet. This is mainly due to the telephone main lines 
contribution to the impact of labour, infrastructure, 
mortality rate and education. The effect of the ICT 
variables on the coefficient of labour could be attributed 
to the fact that in countries with higher ICT penetration,  

                                                 
12 See for example McKinsey (2013) for more details. 
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the labour force in the agricultural sector tends to be 
smaller, while the levels of specialization and division of 
labour is higher. Hence, leading to the underestimation of 
the elasticity of labour if the ICT variables are omitted (Lio 
and Liu, 2006). 

In terms of technological developments, increases in 
agricultural production will  depend  on  the  technological 
capacity to innovate, develop and the diffusion of new 
technologies and technological techniques which are 
specifically adapted and utilized based on the existing 
factor endowments and prices in a particular region or 
country. Hence the level of education will capture the 
opportunities and potential that exists in a country for its 
citizens to acquire the necessary skills as well as their 
utilization and access to agricultural related knowledge, 
we tried to capture this by replacing the primary 
education variable with secondary school and tertiary 
education variables. Despite the change in the education 
variables the results from equation 1 across Table 1 and 
2 and three show that the education variables have a 
highly significant impact on agricultural production. 

Looking at the impact of education in Model 1 across 
Tables 2 to 4, the results reveal that, as was the case 
with the inclusion of ICT variables, all the educational 
variables are found to exert a positive impact on 
agricultural output, except for the livestock and machinery 
variables which are found to be negative and insignificant 
in some cases. Comparing the size of the coefficients of 
the conventional agricultural input variables when the 
educational variables are included in the model, the 
results show that the size of the coefficient for land 
decreases as the level of education increases across the 
results of Model 1 in Tables 2 to 4. With the size of the 
coefficient being higher in the model with primary 
education (Table 2, Model 1), and the coefficient for land 
being reduced from 0.67, to 46 and 0.42 for primary, 
secondary and tertiary education respectively. This could 
be due to the fact that after acquiring relatively higher 
levels of education there tends to be higher levels of 
migration from rural to urban areas joining non-
agricultural sectors, hence leading to reduction in the 
utilization of agricultural resource endowments leading to 
reduction in overall agricultural output (Aker and Mbiti, 
2010). The same coefficient size reduction is observed 
for fertilizer as it is reduced from 0.04 in Model 1 in Table 
2, to 0.03 in Model 1 in Table 3 for primary and 
secondary education variables respectively. However the 
fertilizer coefficient increases to 0.17 when the primary 
education variable is replaced by the tertiary education 
variable, which could entail an increase in the utilization 
of modern technologies and industrial inputs such as the 
use of higher yielding varieties due to the attainment of 
tertiary education (Hayami and Ruttan, 1970).13 On the 
other hand, livestock is found to have an insignificant 
impact when associated with secondary and tertiary 

                                                 
13 See Hayami and Ruttan (1970) for a related discussion. 
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Table 2. Agricultural production function estimates and ICTs, 2000-2011. 
 

Variable Model 1 Model 2 Model 3 Model 4 

Constant 15.92 (0.787)*** 15.91 (0.539)*** 13.9 (0.549)*** 15.2 (0.749)*** 
Land 0.67 (0.059)*** 0.65 (0.062)*** 0.65 (0.049)*** 0.67 (0.067)*** 
Labour 0.27 (0.042)*** 0.27 (0.043)*** 0.39 (0.045)*** 0.31 (0.057)*** 
Fertilizer 0.04 (0.011)*** 0.05 (0.011)*** 0.04 (0.011)*** 0.05 (0.013)*** 
Livestock -0.14 (0.043)*** -0.12 (0.046)** -0.18 (0.037)*** -0.14 (0.060)** 
Machinery 0.004 (0.012) -0.004  (0.012) -0.0006 (0.011) 0.001 (0.016) 
Infrastructure 0.22 (0.041)*** 0.21  (0.042)*** 0.23 (0.038)*** 0.23 (0.051)*** 
Mortality -1.06 (0.095)*** -1.03 (0.099)*** -0.726 (0.098)*** -1.06 (0.127)*** 
Primary 0.11  (0.063)* 0.11 (0.073) 0.143 (0.055)*** 0.20 (0.127) 
Mobile  -0.006  (0.018)   
Telephone lines   0.198 (0.041)***  
Internet    0.005 (0.033) 

Hausman test (Prob>
2 ) 0.3123 0.0009*** 0.0143** 0.1299 

Wald test for heteroscedasticity  0.0000*** 0.0000***  
Wooldridge test (Prob>F) 0.0046 0.0179** 0.0001*** 0.0067*** 

Breusch and Pagan test (Prob>
2 ) 0.0000***   0.0000*** 

No. of observations 138 135 138 138 
No. of countries 30 30 30 30 

 

The standard errors are in parenthesis; and *,** and *** denote significance levels below 10, 5 and 1% respectively. 
  
 
 

Table 3. Agricultural production function estimates and ICTs, with secondary education, 2000-2011. 
 

Variable Model 1 Model 2 Model 3 Model 4 

Constant 14.93 (0.643)*** 15.01 (0.638)*** 13.36 (0.896)*** 14.97(0.674)*** 
Land 0.46 (0.061)*** 0.47 (0.060)*** 0.50 (0.060)*** 0.48 (0.065)*** 
Labour 0.40 (0.049)*** 0.42 (0.048)*** 0.42 (0.050)*** 0.38 (0.053)*** 
Fertilizer 0.03 (0.009)*** 0.03 (0.010)*** 0.03 (0.010)*** 0.03 (0.009)*** 
Livestock 0.03 (0.047) 0.02 (0.046) 0.05 (0.046) 0.44 (0.049) 
Machinery 0.01 (0.010) 0.01  (0.011) 0.010 (0.010) 0.010 (0.010) 
Infrastructure 0.14 (0.042)*** 0.15 (0.041)*** 0.13 (0.041)*** 0.14 (0.044)*** 
Mortality -0.77 (0.136)*** -0.81 (0.137)*** -0.52 (0.168)*** -0.76 (0.142)*** 
Secondary 0.01  (0.003)*** 0.01 (0.003)*** 0.010 (0.003)*** 0.01 (0.003)*** 
Mobile  -0.002  (0.001)   
Telephone lines   0.033 (0.013)**  
Internet    0.004 (0.005) 

Hausman test (Prob>
2 ) Prob>

2  11.97 (0.3123) 14.15 (0.1172) 12.19 (0.2029) 11.14 (0.26060) 
Wald test for heteroscedasticity     
Wooldridge test (Prob>F) 8.656 (0.0073***) 8.613 (0.0074***) 33.057 (0.0000***) 8.867(0.0067***) 

Breusch and Pagan test (Prob>
2 ) 210.95 (0.0000***) 208.40 (0.0000***) 207.78 (0.0000***) 205.74 (0.0000***) 

No. of observations 130 129 130 130 
No. of countries 26 26 26 26 

 

The standard errors are in parenthesis; and *,** and *** denote significance levels below 10, 5 and 1% respectively. 
 
 
 
education, while it is found to be negative and highly 
significant at conventional levels when associated with 
primary education. This could be due the fact that in most 
rural areas where peoples’ livelihood depends entirely on 
agriculture, students are encouraged to take care of their 

livestock at the expense of schooling hence the negative 
impact.  The same  result  is  observed  as  machinery  is 
found to have a negative and significant effect only when 
associated with tertiary education variable. This to some 
extent could be showing that the human capital  
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Table 4. Agricultural production function estimates and ICTs, with tertiary education, 2000-2011. 
 

Variable Model 1 Model 2 Model 3 Model 4 

Constant 13.34 (0.320)*** 13.34 (0.336)*** 9.98 (0.649)*** 12.5 (0.413)*** 
Land 0.42 (0.033)*** 0.42 (0.06)*** 0.69 (0.060)*** 0.44 (0.038)*** 
Labour 0.29 (0.021)*** 0.29 (0.024)*** 0.20 (0.034)*** 0.26 (0.025)*** 
Fertilizer 0.17 (0.012)*** 0.17 (0.013)*** 0.04 (0.011)*** 0.16 (0.013)*** 
Livestock 0.01 (0.023) 0.01 (0.027) 0.51 (0.030)* 0.04 (0.025) 
Machinery -0.004 (0.015)** -0.04  (0.016)** -0.0006 (0.009) -0.05 (0.015)*** 
Infrastructure 0.37 (0.022)*** 0.37 (0.022)*** 0.29 (0.031)*** 0.37 (0.025)*** 
Mortality -0.57 (0.076)*** -0.58 (0.078)*** -0.32 (0.107) -0.42 (0.086)*** 
Tertiary 0.03  (0.005)*** 0.03 (0.005) 0.023 (0.006)*** 0.03 (0.005)*** 
Mobile  0.001 (0.001)   
Telephone lines   0.09 (0.011)***  
Internet    0.03 (0.004)*** 

Hausman test (
2 ) (Prob>

2 ) 76.85 (0.0000***) 34.14 (0.0001***) 47.61 (0.000****) 48.15 (0.0000***) 

Wald test for hetero. (
2 ) (Prob>

2 ) 1892.28 (0.0000***) 7.8e+28 (0.0000***) 9.0e+23 (0.0000***) 3.0e+28 (0.0000***) 
Wooldridge test (F(1,18)) (Prob>F) 2.557 (0.1272) 2.605 (0.1239) 9.527  (0.0064***) 2.520  (0.1298) 

Breusch and Pagan test (Prob>
2 ) 0.0000***    

No. of observations 116 115 113 116 
No. of countries 28 28 25 28 

 

The standard errors are in parenthesis; and *,** and *** denote significance levels below 10, 5 and 1% respectively. 
 
 
 
development might not be fully supporting the 
technological acquisition, assimilation and utilization 
since machinery and fertilizer are capturing the effects of 
the whole range of inputs supplied by the industrial sector 
which carry modern mechanical and biological 
technologies (Hayani and Ruttan, 1970). 

It has  been  argued  theoretically  and  empirically  that 
human capital has direct influence on agricultural 
productivity by affecting the way in which inputs are used 
and combined by farmers (Mundlak et al., 2008). It also 
affects one’s ability to adapt and utilize technology to a 
particular situation or changing needs of individuals or 
communities. It has also been argued that improvements 
in human capital affect the acquisition, assimilation and 
utilization of ICTs (Juma, 2006). To substantiate the 
correlation between ICTs and human capital variables, 
which is exhibited to be very high in Table 1, we try to 
assess to what extent this relationship impacts 
agricultural production. In general, as was the case with 
the findings by Lio and Liu (2006), when educational 
variables are included as a measure of human capital in 
the agricultural production function together with ICT 
variables, the results reveal a considerable variation in 
the size of the coefficients of ICT variables. Among the 
three ICT variables, the results reveal that telephone 
main lines exert, relatively, the highest impact on 
agricultural productivity irrespective of the level of 
education. This could be mostly be due to the wide 
spread of telephone main lines as they remain accessible 
to the rural masses whose livelihoods mostly depend on 

the agricultural sector and does not really require some 
exceptional educational skills to be utilised. However, the 
size of its coefficient is largest when associated with 
primary education, than when associated with secondary 
and tertiary education (with the second largest) levels. 
And also the Internet has a statistically significant impact 
on  agricultural  production  at  conventional   levels   only 
when it is associated with tertiary education.  

However, when mobile phones are included as an ICT 
variable, the results show that mobile penetration does 
not have any significant impact on agricultural output 
when associated with any of the educational levels. This 
in some cases should mean that people (no matter their 
level of education) do not effectively put mobile phones to 
their productive use in the agricultural sector in Africa, 
especially by exploiting their technological potential to the 
benefit of the sector, taking into consideration also the 
challenges in having access to electricity in the rural 
areas where a greater percentage of the population 
involved in agricultural activities is based.  To a greater 
extent this could mean that despite the wide spread of 
mobile phones on the continent, mobile technologies 
have not been effectively utilized in the agricultural sector 
to enhance agricultural production. The different 
countries have not fully utilized the potential that comes 
with the utilization of the Internet for agricultural growth, 
as the continent, relatively, still makes more use of 
telephone main lines. Also, scaling up for most of existing 
technology based services is a difficult issue and also the 
penetration of smart phones and tablets among African  
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farmers remains low, limiting the full exploitation of the 
potential that comes with ICT-based agricultural 
technologies. Since a greater part of the population 
engaged in agricultural activities is in the rural areas, 
where access to energy sources like electricity is very 
low, it implies a low usage of some ICT-based 
technologies   e.g.    mobile    technologies,    hence    the 
failure to put them technologies into effective use. 

The results also show that the impact of infrastructure 
is highest when associated with tertiary education, but 
decreases when telephone main lines are included in the 
model, while the impact of infrastructure increases 
significantly with ICTs especially when associated with 
primary education. With reference to mortality rate, the 
results show that there is a decreasing impact on 
mortality rate as the level of education increases, and 
much more decreases are experienced when mortality 
rate is associated with the utilisation of ICTs. 
 
 
Conclusion 
 
The study is triggered by the desire to assess if at all the 
proliferation of ICTs, especially due to the growth of 
mobile technologies on the African continent have had 
any significant impact on agricultural production. This 
was further motivated by the view that there exists a gap 
in empirical research with regard to the assessment of 
the impact of ICTs on agricultural production on the 
continent. The study uses the 2000 to 2011 panel data 
for 34 African countries to examine the impact of ICTs on 
agricultural production, since it was since the late 1990s 
when the spread of ICTs especially mobile and Internet 
technologies started having an impact on the continent. It 
extends the study by Antle (1983) on the impact of the 
transport and communication infrastructure on 
agricultural productivity, by applying the methodology and 
approach to the African continent and by utilizing specific 
ICT variables which include the number of mobile 
subscribers, Internet users and telephone main lines 
among African countries. The study is envisaged to play 
a greater role in filing the gap that exists on the African 
continent, especially during this period when Africa has 
become the fastest growing region in the global 
telecommunications market. 

The empirical analysis results suggest that ICTs play a 
significant role in enhancing agricultural production, and 
the use of telephone main lines remains a significant 
contributor to agricultural growth despite the wide 
proliferation of mobile phones. The evidence also 
suggests that despite both mobile phones and telephone 
main lines being utilized to access the Internet, its impact 
falls behind that of telephone main lines, to some extent 
suggesting that there is low usage of ICTs, especially the 
Internet for carrying out activities with significant 
contribution to agricultural growth on the continent. 
Internet usage has not yet reached a “critical mass” that 
could fully exploit network externalities, hence contribute  

 
 
 
 
significantly to agricultural production in Africa. Therefore, 
there is need for African governments to continue 
promoting the use of the Internet in carrying out 
agricultural activities, so as to reach a “critical mass” of 
users needed to enable the sector exploit unique 
opportunities that come with the use of the Internet and 
hence contribute significantly to agricultural growth. 

The empirical evidence from this study also suggests 
that certain socio-economic characteristics such as 
higher education levels and skills are prerequisites for 
effective improvements in agricultural production. This is 
observed in the analysis when education level variables 
are included in the agricultural production function as 
input variables, which in general, considerably reduce the 
estimated production elasticity of the ICT variables, 
suggesting to some extent the minimal emphasis with 
regard to the utilization of ICTs in the sector. However, 
the results show that despite the level of education, 
telephone main lines seem to have a relatively higher 
impact on agricultural output as compared to mobile and 
Internet usage. The results also show that despite the 
level of education, mobile penetration does not seem to 
have any significant impact on agricultural production. 
This result to a greater extent signifies the lack of 
innovative capacity or underutilization of mobile 
technologies in enhancing agricultural production on the 
continent.  

This calls for African governments to invest in 
technological capacity, especially in higher education, to 
innovate, develop and disseminate new technologies and 
technological techniques in order to increase agricultural 
production. Especially, since it has been observed that 
given the available technology used by farmers over 
generations in Africa, agricultural extension does not play 
a significant role in agricultural productivity unless new 
profitable technologies are developed (Otsuka, 2006). 
Human capacity development especially through 
education is the key element of a knowledge-based, 
innovation driven economy as it affects both the supply 
and demand for technological innovation and utilization. 
Human capital and skilled labour complement 
technological advances, and new technologies cannot be 
adopted without a sufficiently educated and trained 
workforce. Governments should also put emphasis on 
public policies that support investments in ICT 
infrastructure.  

Furthermore focus on the development and spread, 
especially through development of broadband 
technologies, in order to ensure affordable and reliable 
ICT access to almost all corners of each and every 
country, as most of the farmers are based in rural areas. 
This will not only provide new opportunities for rural 
farmers to have access to information on agricultural 
technologies, but also to use ICTs in agricultural services 
such as the countries’ agricultural extension services. 
There is need for governments to increase their 
commitment to productive investments such as 
agricultural research, technology and rural infrastructure, 



 
 
 
 
rather  than  putting  more emphasis  and  committing a 
lot of resources to direct farm subsidy initiatives. 
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This study researched on crude oil pollution effects on crop farms in Rivers State, Nigeria using 
stochastic translog production function. Data were collected in the state, using multi-stage sampling 
technique. A total of 296 structured questionnaires retrieved from farmers in crude oil polluted and non-
polluted areas of the state were used. Stochastic translog production interaction between land and 
heavy, medium and light oil spillages resulted in crops output reduction by 0.255, 1.257 and 1.027 units, 
respectively. Interaction across heavy, medium and light oil spillages and fertilizers usage indicated 
farm crops output decrease by 0.805, 0.586 and 0.729 units, respectively. This study therefore concluded 
that crude oil pollution on crops farms reduced crops output significantly, hence detrimental to crop 
production in Rivers State, Nigeria. 
 
Key words: Crude oil, pollution, stochastic translog production function, crops output, Nigeria. 

 
 
INTRODUCTION 
 
The petroleum industry is the backbone of the Nigeria 
economy, accounting for over 90% of total foreign 
exchange revenue. The daily production of crude oil is 
slightly above two million barrels from more than 240 
producing fields, totaling over 5,284 wells drilled. With 
over half a century of oil and gas exploration, exploitation 
and production, Nigeria has built up a considerable 
hydrocarbon infrastructure with over 7,000 km of 
pipelines linking over 280 producing flow stations all of 
which are situated in the Niger Delta region of Nigeria 
(Niger Delta Development Commission, 2006). The Niger 
Delta region is situated in the southern part of Nigeria 
and bordered to the south by the Atlantic Ocean, 
occupying a surface area of about 112, 110 km2, which 
represents  12%  of  Nigeria  total  surface  area  with   an  

estimated population of about 28 million inhabitants in  
2006 (NDDC, 2006). Within this region, crude oil pollution 
such as oil spillages and gas flaring regularly occur (Orji, 
et al., 2011; Nwaichi and Uzazobona, 2011). 

Scholars such as Uzoho et al. (2004) evaluated the 
influence of crude oil on maize growth and soil properties 
in Ihiagwa, Imo State, Nigeria. The results of their study 
showed that seed germination, plant height, leaf area and 
dry matter yield significantly deceased as the levels of 
crude oil pollution increased. The primary way in which 
crude oil pollution reduced crop growth and performance 
according to their study was through reduction of 
seedling emergence and direct suffocation of plant and 
oxygen diffusion rates between soil system and the 
atmosphere. 
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Dung et al. (2008) explored the spatial variability effects 
of gas flaring on the growth and development of cassava 
(Manihot esculenta), water leaf (Talinum triangulare) and 
pepper (Piper spp.), which are crops commonly cultivated 
in the Niger Delta. Their results suggested that a spatial 
gradient exist in the effect of gas on crop development. 
Retardation in crop development manifested in 
decreased dimensions of leaf lengths, and widths of 
cassava and pepper crops closer to the gas flare points. 
Their statistical analysis confirmed that cassava yield 
were higher at locations further away from the flare point. 
In addition, the amount of starch and ascorbic acid in 
cassava decreased when plant is grown closer to the gas 
flare. High temperature around the gas flare appeared to 
be the most likely cause of the retardation and low yield. 

Okonwu et al. (2010) investigation showed that the 
percentage of germination of maize (Zea mays) 
decreased with increase in concentration of crude oil 
equilibrated with water. Germination rate decreased 
significantly with increased time of pre-soaking in crude 
oils. Crude oil spilled soil immediately after planting 
increased the length of lag phase preceding germination 
from 100% in the control to 58% in crude oil 
contaminated soil. Fernandez-Luqueno et al. (2012) 
studied the ability of various crops to grow and maintain 
their yield when they are cultivated in contaminated soils, 
thereby being able to choose the most appropriate crop 
when suddenly a gasoline-pipeline collapse on soil of 
subsistence agricultural systems. Their results showed 
that gasoline contamination reduced seedling 
emergence, shoot length, root volume, root dry weight, 
shoot dry weight and abundance of nodules. 
 
 
Problem statement 
 
Despite the availability and use of advanced technology 
in the petroleum industry, various forms of accidents such 
as blow-outs of production wells, explosions and pipeline 
ruptures still occur, which are worsened by vandalization 
of oil installations and pipelines (Otitoloju et al. 2007; 
Iturbe et al. 2008; Li et al., 2011). Farmers in Rivers State 
are eventually the most affected judging by the death of 
marine and terrestrial organisms usually involved in oil 
spill incidents and the hazardous effect of gas flaring 
(Saier, 2006; Otitoloju and Dan-Patrick, 2010; Huang, et 
al., 2011). The rivers and underground water which the 
inhabitants rely on, for their drinking water have been 
polluted with crude oil, while buildings and agricultural 
products had been destroyed (Atakpo and Ayolabi, 2009; 
Ekpoh and Obia, 2010; Nwaichi and Uzazobona, 2011; 
Onyenekenwa, 2011). Irregularities had been observed in 
the major livelihood activities of the people of Rivers State of 
Nigeria due to crude oil pollution (Okoli, 2006; Adoki and 
Orugbani, 2007; Orogun, 2009).  

Ekunwe and Orewa (2007) (examined the technical 
efficiency and productivity of yam in Kogi State of Nigeria 
using stochastic  frontier  production  function. 
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The result indicated that the technical efficiency of 
farmers varied with a mean of 62%, while only about 23% 
of the farmers had technical efficiencies exceeding 80%. 
Erhabor and Emokaro (2007) employed the use of the 
stochastic frontier production function in the comparative 
economic analysis of the relative technical efficiency of 
cassava farmers in the three agro-ecological zones of 
Edo State, Nigeria. The empirical estimates showed 
mean technical efficiency of 72, 83 and 91% for Edo 
South, Edo North and Edo Central agro-ecological zones, 
respectively. Ajani and Ugwu (2008) used a stochastic 
production frontier model and obtained the result that 
gamma which is a measure of variance of output from the 
frontier attributed to efficiency was 0.114.  

Heady et al. (2010) presented multi-output, multi-input 
total factor productivity (TFP) growth rate in agriculture 
for 88 countries over the 1970 and 2001 period estimated 
with both stochastic frontier analysis (SFA) and data 
envelopment analysis (DEA). They found results with 
SFA to be more plausible than with DEA, and used them 
to analyze trends across countries. Large volumes of 
literature still exist that had used stochastic frontier 
production analysis in crop production (Ali, 1996; 
Onyenweaku and Okoye, 2007; Nyagaka et al., 2010; 
Dlamini et al; 2010). Some scholars (Lachaal et al., 2005; 
Awoyemi and Adeoti, 2006; Managi et al., 2007) have 
studied some aspects of stochastic frontier production 
function but they did not study the economic analysis of 
crude oil pollution effects on crop farms in Rivers State.  

Therefore, there is a dearth of literature on the use of 
stochastic frontier transcendental logarithmic (traslog) 
production function for an economic analysis of crude oil 
polluted and non-polluted crop farms in Rivers State, 
Nigeria. At this juncture one may seek to understand the 
economic analysis of crude oil pollution effects on crop 
farms in Rivers State, Nigeria, using the stochastic 
frontier transcendental logarithmic (translog) production 
function as analytical tool to bridge this gap in knowledge. 
 
 
The objectives of the study 
 

The main objective of this study is to estimate 
economically crude oil pollution effects on crop farms in 
Rivers State, Nigeria using stochastic translog production 
function approach. The specific objectives are to: 
 

1. Determine crude oil pollution effects on crop farms in 
Rivers State, Nigeria using stochastic translog production 
function analysis. 
2. Make policy statements that could ameliorate the 
effects of crude oil pollution on crop farms in Rivers 
State, Nigeria. 
 
 
MATERIALS AND METHODS 
 
Data collection 
 
This study was conducted in Rivers State of Nigeria  in  2003.  Data 
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were collected from both the primary and secondary sources. The 
primary data were collected through personal interviews and 
observation with the farmers, and structured questionnaires were 
distributed among farmers in crude oil polluted and non-crude oil 
polluted areas of an affected community in the state. A multistage 
sampling technique was used to obtain data for the study. The first 
stage involved the selection of 17 local government areas (LGAs) 
out of the existing 23 LGAs in Rivers State. The selected LGAs 
include: Abua/Odual, Ahoada East, Ahoada West, Andoni, 
Asaritoru, Degema, Eleme, Emohua, Etche, Gokana, Ikwerre, 
Khana, Obio/Akpor, Ogba/Egbema/Ndoni, Omuma, Oyigbo and Tai 
LGAs. These 17 LGAs were selected based on the fact that they 
were more crop farming inclined than others. The second stage 
involved the stratification of farmland in a selected LGA into two 
sampling units namely crude oil polluted and non-crude oil polluted. 
This stratification of the farmland into two sampling units was based 
on the fact that information were needed from both crude oil 
polluted and non-polluted areas. 

The third stage involved the random sampling of 10 farmers from 
crude oil polluted areas in a selected LGA and a corresponding 
number of 10 farmers from non-crude oil polluted farms (non-
polluted) in the same locality (community) in the given area. This 
gave a total of 20 farmers interviewed per selected LGA in the 
State, giving a total of 340 questionnaires distributed in the 17 
LGAs selected. Out of 340 questionnaires administered, due to 
difficult terrain, the politicking of oil pollution issues and youth 
restiveness in the State as at the time of the survey, only 326 
questionnaires were retrieved. Furthermore, 30 questionnaires 
were found inconsistent with the set objectives of the study. Hence, 
only a total of 296 questionnaires were retained as suitable for 
analysis. Out of these 296 questionnaires retained as suitable for 
analysis, 169 questionnaires were retrieved from the crude oil 
polluted farms and 127 questionnaires from non-polluted farms. 
The unequal weighting in the data analyzed arose because most of 
the discarded and unretrieved questionnaires belonged to the non-
polluted farms category. Because of the large number of samples 
retrieved from both polluted and non-polluted crop farms, 
comparison between the two groups of farms as a measure of 
efficiency was adequate and not misleading.  
 
 
Measurement of crude oil pollution and technology indices 
 
To measure the negative effects of crude oil pollution on each 
farmland polluted, the impact of crude oil pollution index was 
estimated following the methods specified by Mubana (1978), and 
Canter and Hill (1979) modified as follows:  
 

                             (1) 
 
where, P= crude oil pollution index per farmer in the crude oil 
polluted areas;  
q2i = land affected by the crude oil pollution, indicating the farm’s 
degree of crude oil pollution (ha).  
q1 = total land area cultivated (ha)  
Xi = percentage of crop yield foregone due to oil pollution (where, i 
= farmers degrees of pollution, 93 to 100%, 31 to 92% and 0 to 
30%).  
n = types of crude oil pollution affecting individual farm: n1 = heavy 
oil pollution (acquired land); n2 = medium oil pollution ; n3 = light oil 
pollution  
Xi was adopted from Udo and Fayemi (1975) and Mubana (1978), 
which categorized the types of negative effects of oil pollution: 
Category A (ni): (i) Heavy oil spillage which leads to 93 to 100% 
crop yield loss.  

 
 
 
 
(ii) Acquired land for oil well – head sites, flow stations, drilling sites, 
oil field location, borrow pits, gas flaring sites, pipeline laying 
operations and other oil related activities which leads to 100% crop 
yield loss (Mubana, 1978); 
 
Category B (n2): Medium oil spillage which leads to 31 to 92% crop 
yield reduction; 
  
Category C (n3): Light oil spillage which leads to 0 to 30% crop yield 
reduction.  
 
The level of technology was captured using in a chain index method 
proposed the Harper (1971) and Mubana (1978). It is 
mathematically expressed as: 
 

                                       (2) 
 
Where, T = level of technology index, 2i = quantity of each 
technology type used in current year t, (2003) measured in bags of 
fertilizers, packets of improved seeds and dressing of seeds. These 
inputs were converted into percentages before the summations; 
1i = quantity of each technology type used in year t - 1, (2002) 
measured as above, i = 1,2, …. 296,  
K = number of types of technology adopted by the farmer in t (2003) 
and t-1 (year (2002) 2.3  
 
 
Stochastic translog production function 
 
Christensen et al. (1973) studied translog production function which 
is general, flexible and allowed analysis of interactions among 
variables. Ali (1996) used stochastic translog production function to 
analyse socio-economic determinants of sustainable crop 
production in Nepal. This study will apply the stochastic translog 
production function with moderation from Christensen et al. (1973) 
and Ali (1996) to estimate economically crude oil pollution effects 
on crop farms in Rivers State, Nigeria. The stochastic frontier 
translog production function given in equation (3) was estimated for 
the crude oil polluted crop farms only, while the estimation of non-
polluted crop farms did not include the P variables. The general 
form of the translog stochastic production function used in this 
study is: 
 

ln  Yj  = 0 +     ailnXij               +   ½           big   (lnXijlnXij)

 

+          ckln Pkj +    dt  lnTtj  +        bii ( lnXii)
2 

 

+     ½         eik  (lnXijlnPkj)    +  ½          fit  (lnXij lnTtj) 
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where, j = 1,2,3, ……… 169 for crude oil polluted crop farms and 



 
 
 
 
127 for non-polluted crop farms  
i = 1,2,3, are physical inputs. 

 
Parameters used include:  
Y = Crop output in ton/ha per farmer (crops here refer to different 
types of crops because of the subsistence nature of production – 
mixed cropping). 
X = Vector of physical inputs used (land area cultivated in hectares, 
available family and hired labor in man days; fixed and operating 
capital in dollars). 
P = Vector of effect of crude oil pollution index on the farmer; 
T=Vector of level of technology index; 
vi=Random error due to misspecification of the model; 
ui =Ratio of actual value to maximum possible output, that is 
inefficiency component of error terms. 
ln = logarithmic sign  
 = parameter of intercept,  
ai = parameters of physical inputs,  
bijg = parameters for interaction across ith and gth physical inputs,  
ck = parameters of crude oil pollution variables in indices,  
dr = parameters for level of technology variables indices,  
bii = parameters for squared terms of physical inputs. 
eik = parameters for interaction between physical inputs and crude 
oil pollution variables  
fit = parameters for interaction between physical inputs and 
technology variables. 
hkk= parameters for interaction among crude oil pollution variables,  
rkt = parameters for interaction between oil pollution and technology 
variables,  
stt= parameters for interaction across technology variables  
 
It is important to note that Xi and T variables are some conventional 
physical inputs and technology variables normally considered in 
transformation process. However, the P variables are the 
conditioning variables which had been included into the model to 
capture the negative and detrimental effects of crude oil pollution on 
crops output or yield. 

 
 
Translog model specifications 

 
The model specifications for the translog stochastic production 
function retained in Equation (3) for the crude oil polluted crop 
farms is as given in Equation (4). As earlier mentioned, the 
specification for the non-polluted crop farms category excluded the 
crude oil pollution variables, that is X5 to X12, and their various 
interactions.  
 
ln Y  = 0 + 1 ln X1  + 2 ln X2 + 3 ln X3  + 4 ln X4  + 5 ln X5  

+ 6 ln X6 + 7 ln X7  + 8 ln X8  + 9 ln X9 + 10 ln X10  

+ 11 ln X11  + 12 ln X12  + 13 ln X13+ 14 ln X14 + 15 (lnX1)
2

 

+ 16 (lnX2)
2

  + 17 (lnX3)
2

  + 18 (lnX1 
. ln X2) 

+19 (lnX1  
.  ln X3)  + 20 (lnX2  . 

 ln X3)  + 21 (lnX1  
. ln X10)   

+22 (lnX1  
.  ln X11)  + +23 (lnX1  

.  ln X12) +24 (lnX1  
.  ln X13)   

+25 (lnX1  
.  ln X14)  +26 (lnX2  

.  ln X13)  +27 (lnX10  
.  ln X11)  

+28 (lnX10  
.  ln X12)  +29 (lnX11  

. .  ln X12)  +30(lnX10  
.  ln X13)

+31 (lnX11  
.  ln X13)  +32 (lnX12  

.  ln X13) +33 (lnX4  
. ln X13)   

+34 (lnX4  
.  ln X14)  +35 (lnX13  

.  ln X14) + u + v         (4)              
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It is necessary to explain here that the total number of possible 
interactions were 75 but these had been drastically reduced to 21 
interactions only. In addition to the 14 sets of variables considered 
in this analysis, the number of parameters estimated increased to 
36 (including the intercept). This was done in order to ensure that 
only economically meaningful and theoretically plausible 
interactions were retained for the analysis, and also to  reduce  and  
ease the computation burden, as well as reduce the risks of 
multicollinearity.  

 
 
RESULTS AND DISCUSSION 
 
Table  1   shows  the   results  of  maximum  likelihood 
estimation (MLE) for stochastic translog production 
frontier function in crude oil polluted and non-polluted 
crop farms in Rivers State, Nigeria. The results will be 
analyzed following the various types of variables and 
interactions obtained according to the translog model 
specification as shown in equation (4). 
 
 
Stochastic translog production variables interactions 
 
The discussions concentrated on the interactive actions 
of the translog variables used in the analysis  
 
 
Squared terms of physical inputs (bii) 
 
Doubling the physical inputs means, using these inputs 
once again after the initial usage on crude oil spilled 
farms with the intension of increasing productivity after 
the application of proper remediation techniques in crude 
oil polluted crop farms, while in the non–polluted crop 
farms, it means doubling the usage of these inputs with 
the sole purpose of increasing production. Therefore, 
squaring (doubling) the amount of farm land (15) 
available for farming in crude oil polluted farms 
decreased the crop output by 0.093 units, though 
marginal.  

There was an increase of 0.051 units per unit of output 
experienced in non-polluted crop farms when farmland 
was doubled (squared), though also marginal inelastic 
and not significant. These results showed that when 
amount of farmland available was doubled, there was an 
increase in output in non-polluted crop farms, and a 
decrease in farm output in crude oil polluted crop farms 
category. This could be due to the environmental stress 
or negative effects of crude oil pollution on crops 
(Achuba, 2006).  

Squaring the labour variable ( 16) (labour x labour) in 
crude oil polluted crop farms reduced output by 0.112 
units, and at the same time led to increased cost of 
production, whereas, if labour was doubled in non-
polluted crop farms, crop output increased, though 
marginally by 0.150 units (significant at 1% level) despite 
the  increased  cost  of  production.   Squaring   of  capital 
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Table 1. Maximum likelihood estimates of stochastic translog production function in crude oil polluted crop farms in Rivers State, Nigeria.  
 

S/N Variables Parameters 
Crude oil polluted, Translog MLE Non-polluted Translog MLE 

Coefficient value Standard error Coefficient value Standard error 

1 Constant (intercept)  7.378*** 2.691 9.368*** 3.908 
 

Physical input (ai) 

2 

Land (ha) 1   -2.584*** 0.471 0.403 0.650 

Labour (Mandays) 2 0.242 0.525 0.009 0.798 

Capital ($) 3 0.145 0.495 0.731 0.635 
  

 Indexes (ai) 

3 
Technology index  4 0.220 0.191 -0.048 0.314 

Crude oil pollution index  5 -7.046*** 2.478   
 

Crude oil pollution variables (ck)  

4 

Farmland acquired for:    

 

Flow station 6 -0.302*** 0.093 

Borrow pits 7 -0.397*** 0.128 

Gas flaring 8 -0.189** 0.082 

Heavy pollution 9 -0.766*** 0.224 
Degree of spillage    
Heavy crude oil spillage 10 -3.992*** 1.983 

Medium crude oil spillage 11 5.622** 2.626 

Light crude oil spillage  12 5.903*** 2.488 
     

Technology variables (dt) 

5 
Fertilizers 13 7.499*** 1.119 2.771** 1.167 

Improves seeds 14 -1.049*** 0.276 -2.194*** 0.653 
 

Square terms (bii) 

6 

Land x land  15 -0.093 0.058         0.051 0.074 

Labour x labour 16 -0.112 0.043 0.150*** 0.059 

Capital x capital 17 -0.040 0.029 0.114*** 0.035 
 

Interaction across inputs (big) 

7 

Land x labour  18 0.143** 0.067 0.219** 0.091 

Land x capital 19 0.254*** -0.044 -0.141** 0.070 

Labour x capital 20 -0.033 0.051 -0.211** 0.058 
 

Interaction of physical inputs and crude oil pollution variables (eik) 

8 

Land x heavy oil spillage 21 -0.255 0.161 

  Land x medium oil spillage 22 -1.257*** 0.341 

Land x light oil spillage  23 -1.027** 0.494 
 

Interaction of physical inputs and technology variables (fit) 

9 
 
 

Land x fertilizers 24 0.363*** 0.110 0.059 0.128 

Land x improved seeds  25 -0.058 0.048 -0.241*** 0.058 

Labour x fertilizers 26 -0.283*** 0.100 0.067 0.080 
 

Interaction among crude oil pollution variables (hkk) 
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10 

Heavy spillage x medium spillage 27 -1.244* 0.709 

  Heavy spillage x light spillage 28 -1.042* 0.647 

Medium spillage x light spillage 29 -0.326** 0.153 
 

Interaction between crude oil pollution and technology variables (rkt) 

11 

Heavy spillage x fertilizers  30 -0.805*** 0.224   

Medium spillage x fertilizers 31 -0.586*** 0.210   

Light spillage x fertilizers 32 -0.792* 0.389   
       

Interaction across technology variables (Stt) 

12 

Technology index x fertilizers 33 -0.312*** 0.094 -0.547*** 0.109 

Technology index improved seeds  34 0.656*** 0.202 0.060 0.042 

Fertilizers x improved seeds  35 -0.102* 0.062 0.045 0.062 

  0.863 - 0.9999 - 

  3.109*** 0.950 190.634 698.59 
σ  0.621*** 0.030 0.883*** 0.028 
δu2  0.350 - 0.780 - 
δv2  0.03620 - 0.00002 - 
Log likelihood function  -658.252 - -733.206 - 
Average technical efficiency   0.586 - 0.664 - 
F-test   26.37*** - 16.21*** - 

 

Source: Field survey, 2003. Asterisks indicate significant level: ***1%; **5%; *10%. 
 
 
 
(17) decreased output in crude oil polluted crop farms by 
0.040 units, with a possible increase in cost of 
production.  

However, in non-polluted crop farms output increased 
when capital was squared by 0.114 (significant at 1%) 
though marginally regardless of the increase in cost of 
production expected. These results confirmed the 
negative effects of crude oil pollution on physical inputs 
usage in crude oil polluted crop farms (Aade – Ademilua 
and Mbamalu, 2008). 
 
 
Interaction among physical inputs (big) 
 
The interaction between land and labour (18) showed 
that for a unit increase in land with corresponding unit 
increase in labour, crop output level increased by 0.143 
units and 0.219 units in crude oil polluted and non-
polluted crop farms both significant at 5% level, 
respectively. This relationship means that in the presence 
of adequate labour, land productivity could be improved 
leading to higher output level, especially where the labour 
is knowledgeable in using remediation techniques in 
remedying crude oil polluted farmland. The interaction 
between land and capital (19) showed that a 10% 
increase in land area with a corresponding increase in 
capital resulted in a less than proportionate (inelastic) 
increase in output by 2.5% (significant at 1%) in crude oil 

polluted crop farms, whereas in non-polluted crop farms, 
it lead to a reduction in output by 1.4% (significant at 5%). 
This reduction in output in non-polluted crop farms could 
be caused by inadequate supply or even lack of fertilizers 
and planting materials.  
 
 
Interaction across physical inputs and crude oil 
pollution variables (eik)  
 
The relationship between land and heavy crude oil 
spillage (21) showed that a unit of heavy crude oil 
pollution on land, resulted in 0.255 units reduction in crop 
output (though not statistically significant). The interaction 
between land and medium crude oil spillage (22) 
indicated that a unit of medium crude oil spillage on land, 
resulted in 1.257 units reduction in crops output, which is 
more than proportionate (elastic) reduction and was 
statistically significant at 1%. The interaction between 
land and light oil spillage indicated that a unit of light 
crude oil spillage on farmland resulted in a proportionate 
decrease in crops output of 1.027 units and was 
statistically significant at 5%. These results obtained in 
these relationships confirmed that crude oil spillage on 
farm land had detrimental effects on crops production in 
Rivers State, Nigeria and affirmed that crude oil spillage 
reduces land productivity (Ekundayo et al., 2001; Saier, 
2006; Okonwu et al; 2010).  
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Interaction across physical inputs and technology 
variables (fit)  
 
Land and fertilizers interaction (24) indicated that a unit 
increase in fertilizers usage resulted in 0.363 units 
increase in output in crude oil polluted crop farms, 
significant at 1% level and a very marginal increase of 
0.059 units increase in non-polluted crop farms. The 
interaction between land and improved seeds (25) 
showed  expected   result   of   negative   value   (that   is,  
decrease in outputs) in crude oil polluted crop farms by 
0.058 units, and also a surprising reduction in output of 
0.241 units in non-polluted crop farms for a unit increase 
in the inputs of production, statistically significant at 1%. 
The interaction between labour and fertilizers (26) 
indicated that a unit increase in the inputs, resulted in a 
reduction in output by 0.283 units in crude oil polluted 
crop farms, which was statistically significant at 1%. This 
could be that on a crude oil spilled crop farm any 
increase in land, labour, and fertilizers or improved seeds 
are wasted because of the detrimental effects of crude oil 
pollution (Uzoho et al., 2004; Dung et al., 2008; Okonwu 
et al., 2010; Fernandez-Luqueno et al., 2012). 
 
 
Interaction among crude oil pollution variables (hkk) 
 
The interaction among heavy crude oil pollution (spillage) 
and medium crude oil spillage (27) showed that a unit 
increase in medium crude oil spillage on already heavy 
crude oil spilled land resulted in a more than 
proportionate (elastic) decrease in output by 1.244 
units(significant at 10%). The relationship between heavy 
spillage and light spillage (28) showed that a unit 
increase in light crude oil spillage on the farmland that 
had been heavily spilled resulted in reduction of output by 
1.042 units which was also a proportionate (elastic) 
decrease in output and also significant at 10%. The 
relationship between medium crude oil spillage and light 
crude oil spillage (29) indicated that a unit increase in 
light spillage upon farmland that a medium spillage had 
already occurred resulted in decrease of output by 0.326 
units which was statistically significant at 5%. The results 
of these interactions among crude oil pollution variables 
stressed the fact that all forms of crude oil spillages on 
crop farms reduced and/or led to complete lost of crop 
yield/output on crop farms. These results were similar to 
the results of Udo and Fayemi (1975); Mubana (1978); 
Iturbe et al., (2008); Onyenekenwa (2011).  
 
 
Interactions between crude oil pollution and 
technology variables rkt  
 
Heavy crude oil spillage and fertilizers (30) interaction 
showed that a unit increase in the use of fertilizers on an 
already heavily crude  oil  spilled  farmland  resulted  in  a  

 
 
 
 
0.805 unit decrease in output of crops significant at 1%. 
The interaction between medium crude oil spillage and 
fertilizers usage (31) indicated that a unit increase in the 
quantity of fertilizers used on an already medium crude 
oil spilled farmland, led to a reduction of output by 0.586 
units, also (significant at 1%) (Udo and Fayemi 1975; 
Mubana, 1978). The relationship between light crude oil 
spillage and fertilizers usage on cropped farmland (32) 
indicated that an increase by a unit of fertilizers usage on 
light crude oil spilled crop farms resulted in a reduction of  
output by 0.729 units (statistically significant at 10%). 
These results showed that fertilizers usage had no 
expected positive effects on crops production on crude oil 
polluted areas and hence did not lead to expected 
increase in yields/output (Uzoho et al., 2004; Dung et al., 
2008; Okonwu et al., 2010; Fernandez Luqueno et al., 
2012). 
 
 
Interaction across technology variables (Stt) 
 
The interaction across fertilizers and improved seeds 
(35) showed that a unit increase in the inputs in the 
crude oil polluted crop farms, resulted in a reduction of 
output by 0.102 units (significant at 10%), and increase in 
output by 0.045 units (marginal increase) in non-polluted 
crop farms. Again, the negative effect of crude oil 
pollution was felt on the interaction of fertilizers and 
improved seeds usage in crude oil polluted crop farms. 
This goes to confirm the negative and detrimental effects 
of crude oil pollution on crops (Udo and Fayemi, 1975; 
Mubana, 1978; Achuba, 2006) 

The lambda () figure obtained in crude oil polluted 
farms (3.109) which was statistically significant at 1% and 
in non-polluted crop farms (190.634) were by far greater 
than unity. This implies that the one-sided error 
component, u dominated the symmetric error v as 
sources of variation. In other words, the discrepancy 
between actual (observed) output and the maximum 
(frontier predicted) output in crop farms in Rivers State, 
Nigeria was primarily due to factors that were within 
farmers control. The Lambada ( ) result obtained in 
crude oil polluted crop farms was close to earlier results 
of Xu and Jeffrey (1998) who had 2.117; Bagi (1984) had 
 = 2.438. 

Gamma () which is the measure of variance of output 
from the frontier attributed to efficiency was 0.863 in 
crude oil polluted crop farms and 0.999 in non-polluted 
crop farms. The random (stochastic) variability accounted 
for about 13.7% of the variability in crop output in crude 
oil polluted crop farms and virtually no random variability 
0.001 (0.01%) in non-polluted crop farms. From the 
results obtained in this study, it means that crude oil 
pollution on crop farms in Rivers State, Nigeria had 
accounted for about 14% variation in actual output as 
against the frontier predicted. Therefore, this random 
variability could have been caused by  crude  oil  pollution  



 
 
 
 
on crop farms in Rivers State, Nigeria. This confirmed the 
fact that crude oil pollution on crop farms is detrimental to 
crop output, yield and/or production. 
 
 
Conclusion  
 
The interaction between land and heavy oil spillage 
resulted in 0.255 units reduction in output, interaction 
between medium oil spillage and land resulted in 1.257  
units reduction in crops output, while interaction between 
land and light oil spillage resulted in a decrease in crops 
output by 1.027 units. The interaction between land and 
improved seeds resulted in decrease in crop output by 
0.058 units, while the interaction between labour and 
fertilizers showed a reduction in output by 0.283 units in 
crude oil polluted crop farms respectively. 

The interactions among crude oil variables showed that 
heavy oil pollution interacting with medium oil spillage 
reduced output of crops by 1.244 units, heavy oil spillage 
and light oil spillage also reduced output by 1.042 units, 
while medium oil spillage and light oil spillage reduced 
crops output by 0.326 units. The interaction between 
heavy oil spillage and fertilizer showed a reduction in 
output by 0.805 units, medium oil spillage and fertilizers 
showed a reduction of 0.586 units in crops output, while 
the interaction between light oil spillage and fertilizers 
showed crops output reduction by 0.729 units. The 
interaction between fertilizers and improved seeds 
showed crops output decrease by 0.102 units in crude oil 
polluted crop farms. Therefore, crude oil pollution 
reduced crops output significantly, hence detrimental to 
crop farms output and production in Rivers State of 
Nigeria (Achuba, 2006; Aade – Ademilua and Mbamalu, 
2008; Dung et al; 2008; Okonwu et al., 2010). 
 
 
RECOMMENDATIONS 
 
This study therefore, recommends that there is the need 
to spread widely information on benefits derived from 
adopting the best and suitable farm practices available in 
case of crude oil pollution and educating farmers on what 
functional measures are adoptable incase crude oil 
spillages or acquisition of farmland for crude oil 
exploration, exploitation and production occur (which in 
most cases is inevitable in Rivers State, since Nigeria 
derives more benefit from the petroleum industry than the 
agricultural sector). Thus, land will be used for its best 
and economically viable purposes.  

This recommendation could be enforced through 
extension and rural educational programmes existing in 
various oil companies’ demonstration farms. The Rivers 
State crop farmers need adequate knowledge and 
information about farming activities in a crude oil pollution 
prone environment which may improve their production 
capacity and thereby productivity (yield/output), farm 
income and revenue (Okoli, 2006; Adoki and Orugbani, 
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2007; Orji, et al., 2011). 
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INTRODUCTION 
 
The rural poverty and the living conditions of the rural 
people in developing countries are highly heterogeneous 
problems. The problems are much sever and diverse in 
rural Africa, as a result of which farm households in such 
countries adopt different livelihood strategies (David, 
2010). Although, many different efforts were made by 
governments of developing countries to fight rural 
poverty, the heterogeneous nature of the problem along 
with diversified livelihood strategies adopted by 
households made the efforts more difficult; and therefore 
poverty reduction remained to be the major policy 
challenge facing almost all countries in the developing 
world. In fact, poverty reduction requires that individuals 
be engaged in productive employments and economic 
activities that could help them generate adequate income 

to secure better living; and  that  development  endeavors 
need to be targeted to the sectors where most of the poor 
employed and live (Ellis, 2001; Haggblade et al., 2010; 
Bernardin, 2012). Obviously, in the context of developing 
countries, the appropriate area is the rural and 
agricultural sector. Because three out of every four poor 
people in developing countries live in rural areas; most of 
them depend directly or indirectly on agriculture for their 
livelihoods and daily consumption (World Bank, 2008). 
Thus, agriculture remains to be the main source of 
livelihood for the majority of households in developing 
countries and thus expected to make significant 
contribution to poverty reduction efforts. However, the 
potential of the sector to contribute to poverty reduction 
efforts depend to a large extent on broad-based 
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productivity growth. But such growth require improving 
the asset position of the rural poor, creating an access  to 
technological innovation, making smallholder farming 
more competitive and sustainable, diversifying income  
sources towards the labor market and the rural non-farm 
economy (David, 2010), which could of course not  be 
actually realized in sub-Sahar African countries.   

The importance of agriculture to poverty reduction 
efforts were clearly demonstrated during the economic 
transformation of Asian countries where rapid growth of 
productivity in the farm sector helped drive this process 
(Awuor, 2007). However, this is not the case in most 
parts of sub-Saharan Africa, where farm households 
failed to achieve rapid growth in agricultural productivity 
(Jayne et al., 2010; Kwadwo and Samson, 2012). 
Therefore, it is evidenced that agriculture on its own is 
unable to provide sufficient means of survival and the 
escape out of poverty for the majority of poor households 
in Africa (Awuor, 2007; Emmanuel, 2011). As a result, 
households in rural areas participate in multiple economic 
activities and diversify income sources to minimize the 
effect of low farm income.   

In view of this and as in the case of most African 
countries, agriculture in Ethiopia is dominated by 
smallholder farming. In such farming system with low 
agricultural productivity the engagement of farmers solely 
in to agriculture may not be adequate to successfully fight 
poverty because of poor access of smallholder farmers to 
key agricultural inputs. Thus, rural households look for 
additional employment opportunities to supplement 
subsistence farming. One such opportunity available for 
most smallholder farmers in rural western Ethiopia is 
participation in off-farm labor market. Even though there 
are vast literatures showing the contribution of off-farm 
activities to rural households in developing countries of 
Asia and Latin America (Verner, 2006; Otusu and 
Yamano, 2006; Micevska and Rahut, 2008), there is still 
little empirical evidence on the role of the rural labor 
market in reducing poverty and improving household 
welfare in rural Africa, particularly in Ethiopia. Most of the 
previous studies in Ethiopia had been largely limited to 
analyzing the determinants of participation in off-farm 
work, with no evidences on the importance of 
participation on the welfare of households. Generally, 
empirical studies that analyzed the role of off-farm labor 
markets on the farm household income and poverty 
status are scarce and they are almost absent in case of 
Ethiopia. 

Therefore, the objective of this study is to empirically 
examine the role of off-farm labor markets in reducing 
poverty and improving welfare of smallholder farmers in 
rural Ethiopia. To this end, the effects of labor market 
participation on rural poverty, household income and 
consumption expenditure were examined, separately for 
participation in off-farm wage and self-employment and 
overall off-farm employment activities. Considering the 
self-selection nature of participation in the labor market,  

 
 
 
 
propensity score matching technique was employed to 
account   for   selection   bias    that    may    arise    when 
participation is not randomly assigned.  
 
 
Labor markets and rural poverty: Theoretical and 
empirical overview  
 
Poverty and labor markets are strongly related in that 
earnings from participation in the labor market are among 
the main sources of income for participants. The 
implication of this is that the likelihood of participation in 
the labor market and the ability to earn income from such 
activities could be considered to be important in affecting 
the earning potential and level of poverty. However, this 
ability and the amount of income earned from such 
participation may depend to a large extent on the 
functioning of labor markets, the nature of off-farm 
activities that the poor engage in, and labor protections 
the markets accord (Barbara et al., 2012).  

The rural labor market consists of employment 
opportunities both in the farm and off-farm activities. The 
farm labor market may be of large-scale mechanized and 
large family farms that depend heavily on hired farm labor 
and small-scale sub-sector characterized by smallholder 
farming where labor is mostly obtained from family 
sources with limited use of hired workers in varying 
proportions. The labor market in the later case is usually 
characterized by hiring farm labor on a casual, day-to-day 
basis (Bardhan and Udry, 1999; Mazumdar, 1989). But 
until recently, the academic and institutional literature on 
the labor market in rural Africa revealed a picture in which 
rural labor markets are either absent or very thin 
reflecting the situation that they are relatively neglected 
areas in research (Bardhan and Udry, 1999; Leavy and 
White, 2003). As pointed out by Carlos (2010), despite 
the relative neglect, the labor market in rural Africa is 
alive and operational; even though it is imperfect and fails 
to operate efficiently.  

Recently, off-farm labor markets have become 
important components of livelihood strategies among 
rural households in most developing countries. A number 
of studies have documented substantial contribution of 
such markets to household income, consumption 
expenditure and level of poverty. Some of these empirical 
studies are discussed subsequently. Sosina et al. (2012) 
explored whether non-farm employment leads to higher 
consumption expenditure growth in Ethiopia. Their 
findings indicated that the household consumption 
expenditure growth is positively correlated with the initial 
share of non-farm income and that the growth elasticity of 
non-farm income share is higher for wealthier 
households. Similarly, in Ghana, Victor and Awudu 
(2009) investigated the impact of non-farm employment 
on farm household income and way out of poverty using 
propensity score matching method. Their finding 
indicated that non-farm employment had a positive and  



 
 
 
 
robust effect on farm household income and consumption 
expenditure but a negative and  significant  effect  on  the  
likelihood of being poor.  

In rural Argentina, Verner (2006) conducted empirical 
study on the rural labor market and its income generation 
ability. His findings revealed that the vast majority of the 
rural employees were engaged in the off-farm activity. 
Similarly in Asia, Otusu and Yamano (2006) examined 
the role of the rural labor market in long-term process of 
poverty reduction in comparison with the current situation 
in East Africa. Their findings indicated that the reliance on 
agricultural labor market alone would not reduce poverty 
to a significant extent in view of the declining share of 
agricultural wage income in Asia and its negligibly low 
level in East Africa.  

Finally, in Ethiopian, Mulat et al. (2006) has 
documented that employment and labor market variables 
had a significant impact on poverty. Since employment 
was identified as one of the critical avenues for poverty 
reduction, it is important to examine the structure of the 
labor market to identify the areas where the poor or 
vulnerable groups are concentrated for intervention in 
reducing poverty.  
 
 
MATERIALS AND METHODS 
 
The data set and situation of off-farm labor market in the study 
area  
 
Description of data set  
 
The data set used in this study was obtained from survey of 324 
sample households in rural western Ethiopia. The sample 
households were selected from three districts of western Ethiopia 
(namely Guto Gida, Gida Ayana and Jima Arjo). They were 
selected purposively based on their diversity in terms of access to 
off-farm work, experience and exposure to labor market 
participation and variations in the nature and extent of participation. 
Moreover, they represent broad climatic condition reflecting high 
land and low land area, variations in markets and socio-economic 
infrastructure. Sample households were selected randomly and 
proportionately. They were interviewed using structured 
questionnaires that require short recall period. The data collection 
process took almost one year (June, 2010 to April, 2011) and is 
conducted in three rounds following main agricultural seasons in 
the study area. The first round representing ploughing and weeding 
seasons (May, 2010 to October, 2010), the second representing 
harvesting and threshing seasons (November, 2010 to February, 
2011) and the final round for off-agricultural season (February, 
2011 to April, 2011). Round surveys were used in order to capture 
variations in household time allocation and prices that change 
following agricultural seasons. But the data representing a variable 
in each of the three surveys were summed to arrive at annual 
figures.  
 
 
The off-farm labor markets in the study area1 
 
Farm households in the study area participated in different types of 

                                                            
1 The study area is located in western part of Ethiopia, 330 km from Addis 
Ababa.  
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off-farm activities that include both wage employment and self- 
employment. About 73.5% of sample households reported that they  
participated in off-farm activities (both in wage employment and 
self-employment) out of which 77% were participants in wage 
employment and the remaining in off-farm self-employment. As the 
data indicates, out of the total sample size, about 52.2% reported 
that they participated in off-farm wage employment and 21.3% in 
off-farm self-employment activity. The fact that farmers participated 
more in wage employment during busy agricultural season but in 
off-farm self-employment activity during slack agricultural season 
reflects the importance of agricultural as main source of wage 
employment in the study area. 

The most important types of wage employment activities in terms 
of participation were causal agricultural employment (39.4%) 
followed by employment in government sector (20.2%), unskilled 
wage worker (16%) and private sector employment(14.7 percent). 
Similarly, there are different types of non-farm self-employment 
activities in the study area. Among the major ones are production 
and sale of local food and drink (28.9%), trade in food grain, 
manufactured goods, livestock and livestock products (24.6%), 
collecting and selling firewood, water, grass, straw and charcoal 
(14.4%), handicraft, including weaving, making and selling 
equipment and pottery (13.4%) and others.  

The two major reasons for participating in off-farm activities as 
identified by respondents were limited farm income to support 
livelihood and inadequate land to cultivate. Most sample farm 
households (about 76%) reported that they were engaged in off-
farm activities because farm work is not able to generate adequate 
income for their livelihoods. About 65% of the participants reported 
that they participated in such activities because they do not have 
adequate land to cultivate. 

Another important aspect of the rural labor market in the study 
area is participation in different labor market regimes. Out of 324 
total sample households, 35% participated as sellers only, 21% as 
buyers only, 17% as simultaneous buyers and sellers and the 
remaining 27% are self-sufficient households.  
 
 
Estimation strategy 
 
As stated previously, the main purpose of this study was to analyze 
the role of the rural labor market in reducing poverty and improving 
wellbeing of households in the study area. Even though simple 
regression analysis may serve the purpose, it is not an appropriate 
approach to capture the effect of market participation as it may 
generate biased estimates. This is because as indicated by 
Caliendo and Kopeinig (2008) such regression assumes exogenous 
determination of participation while it may be potentially 
endogenous. The difficulty arises since researchers want to know 
the difference between the outcomes of treated and non-treated 
groups at the same time, which of course could not be observed at 
the same time due to the problem of self-selection bias. Thus, linear 
regression will not be appropriate and thus the use of the non-
parametric approach called Propensity Score Matching (PSM) was 
preferred.  

Even though the PSM technique was initially used to evaluate the 
impact of a project/program by considering the implementation of 
the programs as treatment, recently the approach has been 
extended to problems that self-select due to individual decisions. 
There are a number of similar empirical studies that dealt with the 
problems of self-selection due to individual decisions using PSM 
technique. For instance, Mariapia (2007) analyzed the impact of 
agricultural technology adoption (considering participation to adopt 
as a treatment variable) on poverty alleviation strategies in rural 
Bangladesh. In the same way, Fydess et al. (2011) measured the 
effect of participation in charcoal production on household income 
and poverty in three districts of western Uganda using household 
survey data and PSM techniques. They took participation in  
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charcoal production as a treatment and tried to find the average 
effect  of  participation  on  household  income,   poverty.   Similarly, 
Menale et al. (2010) analyzed the impact of adopting improved 
varieties on crop income and rural poverty in rural Uganda using 
cross-sectional farm household data and PSM method. Tanguy et 
al. (2007) had also assessed the impact of marketing cooperatives 
on the behaviour and welfare of their members based on detail 
household data in rural Ethiopia employing PSM techniques. 
Finally, Victor and Awudu (2009) investigated the impact of non-
farm employment on farm household income and way out of 
poverty using farm household data from Brong-Ahafo region of 
Ghana and employing the PSM technique. All these empirical 
studies justify the use of PSM technique under situations that 
require self-selection due to individual decision as in the case of 
rural off-farm labor market participation on poverty.  

In the context of this study, propensity score matching constructs 
a statistical comparison group by matching every individual 
observation of labor market participants with an observation of 
similar characteristics from the group of non-participants. It is a two-
step procedure. First, a probability model for participation decision 
is estimated to obtain propensity scores of participation for each 
observation. In the second step, each participant is matched to a 
non-participant with similar propensity score values to estimate the 
average treatment effects. As defined by Rosenbaum and Rubin 
(1983), the propensity score P(X) is the conditional probability of 
receiving a treatment given pre-treatment characteristics. It is given 
as;  
 

/X)/X) = E (T=(TP(X) = P i r 1                                                    (1) 

 
Where Ti = (0, 1) is the indicator of an exposure to off-farm labor 
market given the covariates (X’s) which represent the vector of pre-
treatment characteristics.  

In order to estimate ATT, the potential outcome framework was 
adopted (Wooldridge, 2002) where each household is viewed as 
facing two potential outcomes: One arising from participation in 
labor market and the other from non-participation. Therefore,  
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Where P(Xi)

 is the propensity score, Yi
1 is the potential outcome in 

the situation of participation and Y1
0 is the potential outcome in the 

situation of non-participation. 
As outlined by Caliendo and Kopeinig (2008), important 

properties (conditions) for the implementation of propensity score 
matching technique are the balancing property, conditional 
independence assumption (CIA) and common support condition. 
The balancing property indicates the condition that each participant 
is required to be matched with a non-participant of similar 
propensity score values. Testing for balancing property is important 
to make sure that household behaviour within each group is 
actually similar. The second is the Conditional Independence 
Assumption. This states that, once the set of all observable 
characteristics are controlled for, participation in off-farm work is 
random and uncorrelated with outcome indicators. That means 
systematic differences in outcome indicators between participant 
and non-participant individuals with the same values for covariates 
are attributable to treatment. The third requirement is the common 
support condition which requires that sample households with the 
same values of covariates X have positive probabilities of being 
both participants and non-participants. Therefore, all the individuals 
in the common support region actually participate in all states.  

The actual implementation of the propensity score matching 
technique in this study was carried out through the following simple  
model. Second, the matching algorithm was chosen. In this case 

 
 
 
 
both Nearest Neighbour  (NN)  matching  with  calliper  and  Kernel-
based matching were used just for the purpose of comparison 
(Imbens, 2004; Abadie and Imbens, 2006). Third, the issues of 
overlaing and common support region was check for to ensure that 
any combination of characteristics observed in the labor market 
participants can also be observed among non-participants (Bryson 
et al., 2002). Fourth, the matching quality was tested to ensure that 
the distribution of the relevant variables in both groups is balanced. 
The standardized bias, mean difference of covariates, Pseudo-R2 

was used for this purpose (Rosenbaum and Rubin, 1983; Sianesi, 
2004). Existence of differences after matching may suggest a 
fundamental lack of comparability between the two groups (Blundell 
et al., 2005) which indicate that the technique was not successful 
requiring some remedial measures.  

Finally, the technique is applicable for estimating average 
treatment effects provided that the assumption of conditional 
independence is satisfied. For this purpose it is important to check 
the sensitivity of the estimated results as it helps to know whether 
unobservable factors have an effect strong enough to undermine 
the implications of the matching analysis. If there are unobserved 
variables that affect participation and the outcome variable 
simultaneously, a hidden bias might arise to which matching 
estimators are not robust. The sensitivity analysis test is conducted 
using bounding approach proposed by Rosenbaum (2002) and 
applied by Caliendo and Kopeinig (2008). The probability of 
participation, πi, is not only determined by observable factors (xi) but 
also by an unobservable component (ui): πi= Pr (Di=1\xi)= F (βxi + 
αui), where the parameter α is the effect of ui on the participation 
decision. From this, if the analysis is free from hidden bias, α will be 
zero and the participation probability will solely be determined by xi. 
However, if there is hidden bias, two individuals with the same 
observed covariates x will have differing chances of participation in 
the labor market. For matched pair of individuals i and j, following 
logistic distribution, the odds that individuals receive a treatment 
(participation) are then given by Pi/(1- Pi) and Pj/(1- Pj), and the 
odds ratio is given by; 
 

                                (3) 

 
If both participants and non-participants have identical observed 
covariates as implied by the matching procedure, the x vector 
cancels out, implying that: 
 

                                             (4) 
 
But, still both individuals may differ in their odds of receiving 
treatment by a factor that involves the parameter γ and the 
difference in their unobserved covariates u. Sensitivity analysis 
evaluates how changes in the values of γ and (ui−uj) alter 
inferences about the estimated effect. According to Rosenbaum 
(2002), Equation (4) above implies the following bounds on the 
odds ratio that either of the two matched individuals will receive 
treatment:   
 

                                                                 (5)  
 
So, both matched individuals have the same probability of 
participating only if eγ =1. Otherwise, if for example eγ= 2, 
individuals who appear to be similar in terms of covariate x but  
could differ in their odds of receiving the treatment by as much as a 
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Table 1. Characteristics of labor market participants and non-participants. 
 

Name of the variables Participants Non-participants Mean dif. 

Age of the head  40.52 (11.2) 38.38(10.4) 2.15** 
Education level of the head 4.32(3.7) 5.22(3.7) 0.89*** 
Sex  of the head (1= male) 0.98(.00) 0.98(.0) 0.00 
Family size  6.01 (0.2) 5.89(0.2) 0.02 
Number of dependents 2.35(1.8) 3.05(1.8) 0.36** 
Number of adult laborers(aged 15-64)   4.12(1.8) 3.76(1.6) 0.25** 
Animal wealth in TLU 5.38(0.3) 5.49(0.3) 0.10 
Value of variable farm input   714.95(1003) 1,132.6(1494) 408*** 
Value of farm implement 384.7(185) 434(181) 49*** 
Land owned in hectares  2.22(1.38) 3.11(1.70) 0.89*** 
Land owned in adult equivalent 0.51(0.34) 0.72(0.44) 0.21*** 
Land cultivated  in hectares 2.07(0.10) 2.89(1.44) 0.83*** 
Value of off-farm equipment owned  364.13(1022) 151.85(748) 212** 
Number of draft animals owned 0.20(0.62) 0.39(0.77) 0.18*** 
Amount of non-labor income in Birr 144.03 (632) 287.3(774) 143* 
Amount of credit in Birr 309.59(777) 333.19(834) 23.60 
Dummy for Jima Arjo 0.33(0.47) 0.29(0.46) 0.04 
Dummy for Guto Gida 0.38(0.49) 0.33(0.47) 0.05 
Annual household income  9,095.52( 9179.9) 8,408.73(9717) 686.79** 
Total annual consumption expenditure 8,140.07(2652) 7,684.42(2638) 455.65*** 
Household income per adult equivalent  5,780.97(1128) 5,393.24 (1164) 387.73* 
Consumption per adult equivalent 5,126.27(673) 4,839.58(712) 286.69*** 
Poverty status (head count ratio) 0.341 0.389 ‐ 0.048** 

 

Source: Own computation, 2012; ***, **, and * significant at 1, 5, and 10% level of significance. Incidence of poverty for the 
whole sample is 35.8%. Standard deviations in parentheses. All values are in Birr (Ethiopian currency unit). 

 
 
 
factor of 2. In this sense, eγ is a measure of the degree of departure  
steps. First, the propensity scores were estimated using the logit 
from a study that is free of hidden bias (Rosenbaum, 2002). 
 
 
RESULTS AND DISCUSSION  
 
Descriptive analysis of labor market participants and 
non-participants 
 
The participation in off-farm labor market is measured as 
a dummy variable taking value 1 if the household 
participated during the survey year and 0 otherwise. The 
result of mean comparison test for off-farm wage 
participants and non-participants is provided in Table 1. 
The result reveals existence of a number of differences in 
household endowments, farm characteristics, family 
composition and socio-economic variables across 
participants and non-participants. For instance, on 
average, non-participant households have significantly 
younger heads (38 compared with 40 years) and are 
better educated than participants. Key differences were 
also observed between both groups in terms of family 
composition. On average, participant households have 
smaller number of dependents and larger number of adult 

laborers as expected. Participant and non-participant 
households also differ significantly in terms  of  the  value 
of farm assets and variable farm inputs owned. For 
instance, on average, labor market participant farmers 
cultivated smaller farm size, owned significantly lower 
value of farm equipment and farm variable inputs. 
Moreover, significant differences were observed between 
the two groups in non-labor income, ownership in off-farm 
assets such as draft animals and value of off-farm 
equipment. However, there were no significant 
differences between participants and non-participants in 
terms of variables such as sex of the head, family size, 
animal wealth, the amount of credit, location and distance 
to the nearest market center. 

Finally, differences between labor market participant 
and non-participant households in terms of the outcome 
indicators are reported in the same table. The outcome 
indicators used in the analysis were level of poverty 
(head count ratio), annual household consumption 
expenditure and income both in adult equivalent units. In 
order to classify households as poor and non-poor, the 
recent consumption-based poverty line which is officially 
declared by the government of Ethiopia (based on the 
2010/2011 Welfare Monitoring Survey) was used.  

Accordingly, the total poverty line per adult person per 
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year was estimated to be Birr 3,781(MoFED, 2012). 
The total poverty line of Birr 3,781 and  the  information 
on consumption expenditure obtained from sample 
households in the study area were used to classify 
households as poor and non-poor. The poverty status of  
a household is measured as a binary variable indicating 1 
if the household is non-poor and 0 otherwise. Based on 
the data, the incidence of poverty for the whole sample is 
35.8%. That is, among 324 sample households included 
in this study, 115 (about 35.8%) were found to be poor 
during the survey year. Moreover, as shown in the table, 
about 38.9% of non-participants and 34.1% of the 
participant households fell below the poverty line. 

The poverty figures are higher than the national 
average may be because of the method of data collection 
which was very intensive in this case. The annual 
household consumption expenditure includes total 
expenditure on all purchased as well as own produced 
consumption goods (evaluated at the current local prices 
in the study areas). Participants are significantly 
distinguishable from non-participants in terms of annual 
consumption expenditure and income per adult 
equivalent. The annual average total and per adult 
equivalent consumption expenditures during the survey 
year were Birr 8,140.1 and 5,126.3 respectively for labor 
market participant households. The similar figures for 
non-participants were Birr 7,684.42 and 4,839.6 
respectively. Likewise, average annual household income 
is higher for participants than non-participants (Birr 
9,095.5 as compared to Birr 8,408.7).    
 
 
Average effects of off-farm labor market participation 
on welfare indicators 
 
The result of logit model estimated for predicting the 
propensity score is provide in Annex Table A. The result 
shows fairly low pseudo R2(0.29, 0.20 and 0.37 for off-
farm wage work, self-employment and the total off-farm 
work, respectively). This may indicate that it would be 
easier to find good match between participant and non-
participant households. In general, the estimated result 
indicates that the probability of participation in wage work 
is positively and significantly influenced by age and sex of 
the household head, the number of adult laborers in the 
family and distance to the nearest market center. The 
number of dependents and the size of land cultivated 
significantly reduced the probability of participation in 
wage work. Moreover, availability of financial resources 
such as credit obtained had no significant effect on off-
farm wage employment, but it significantly increased the 
probability of participation in off-farm self-employment 
activity. In all cases, the amount of non-labor income and 
the animal wealth variables measured in a tropical 
livestock unit were not significant in influencing the 
likelihood of participation in any type of off-farm activity. 
Finally, location differences also affect the probability of  

 
 
 
 
participation in off-farm wage employment but not off-
farm self-employment.  

Before predicting the average effects of participation on 
outcome indicators, it is essential to test the balancing 
property and the matching quality of the propensity score. 
Accordingly, the t-test on covariates, the significance of 
pseudo R2 and Likelihood Ratio tests were conducted 
before and after matching. The test results for 
participation in wage employment are reported in Annex 
Tables B and C. It shows that for almost all covariates, 
the t-ratios are insignificant after matching indicating that 
there are no systematic differences between the two 
groups after matching. Similarly, after matching the 
pseudo-R2 value is very low as compared to before (0.042 
against 0.29 for off-farm wage work) and also the p-value 
for LR χ2 is insignificant after matching. The results in 
general indicate that there are no systematic differences 
between the two groups after matching. This implies that 
PSM has created a high degree of covariate balance in 
this study.  

Finally, the goal of propensity score matching in this 
study is to obtain the average effect of off-farm labor 
market participation on consumption expenditure, income 
and poverty. To this end, two alternative matching 
algorithms, namely the Nearest Neighbor Matching 
(NNM) and the Kernel Based Matching (KBM) were used 
based on implementation of common support region with 
caliper so that the distributions of observations for both 
groups are located in common support region. As 
suggested by Rosenbaum and Rubin (1983), a caliper 
size of one-quarter of the standard deviation of the 
propensity score was used. The result is presented in 
Table 2. 

In general, the result indicated that labor market 
participants are better off than non-participants in terms 
consumption expenditure, household income and 
poverty. As shown in the table, the NNM result reveals 
that participating in off-farm wage activity has significantly 
increased household income per adult equivalent by 39% 
and consumption expenditure by about 26%. That 
means, the income and consumption expenditure per 
adult equivalent family size for households participated in 
off-farm wage employment is greater than that of non-
participants by 39 and 26% respectively. The KBM also 
provides comparable and significant results. Furthermore, 
it can be seen from the table that participation in off-farm 
wage employment has significantly reduced the level of 
poverty. Accordingly, the coefficient of poverty for NNM (-
0.096) indicates that the probability of participant 
household falling below the poverty line is 9.6 percent 
less than that of non-participants. The KBM approach 
also provides significant reduction in poverty.  

Similarly, the annual household income per adult 
equivalent for participants of off-farm self-employment 
activity is significantly higher than non-participants by 
about 49% in NNM approach and by 35% in KBM 
respectively. However, the impact on consumption  
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Table 2. Average effects of participation in off-farm work on household welfare indicators (PSM-estimation result). 
 

Type of  participation 
Welfare 
indicators 

NNM matching KBM matching 

ATT(S.Dv.) t-stat ATT(S.Dv.) t-stat 

Off-farm wage employment 
Ln (Income)  0.394(0.13) 3.001*** 0.312(0.06) 4.567*** 
Ln (Expenditure)  0.262(0.08) 3.150*** 0.239(0.04) 5.728*** 
Poverty (1/0) -0.096(0.03) -1.874* -0.073(0.03) -1.763* 

      

\Off-farm self-employment 
Ln (Income) 0.493(0.20) 2.457*** 0.346(0.11) 3.222*** 
Ln (Expenditure) 0.067(0.08) 0.828 0.018(0.05) 0.155 
Poverty (1/0) -0.022(0.01) -0.167 -0.008(0.02) -0.267 

      

Overall off-farm 
employment                            
(both self and wage) 

Ln (Income) 0.581(0.13) 4.482*** 0.506(0.08) 6.446*** 
Ln (Expenditure) 0.304(0.11) 2.759*** 0.292(0.04) 7.055*** 
Poverty (1/0) -0.292(0.08) -2.102** -0.172(0.11) -1.96** 

 

Source: Own computation, 2012. ***, **, and * significant at 1, 5, and 10% level of significance. 
 
 
 
expenditure and poverty is very small and insignificant. 
Moreover,  participants  of  off-farm  self-employment  are 
less likely to be poor by about 2.2% using the NNM 
method which is also not significant indicating that 
compared to wage employment activity, the importance 
of self-employment activity is limited in the study area. 

The average effect of overall off-farm employment 
(both wage and self-employment) is also reported in the 
same table. The result indicates that the income per adult 
equivalent of off-farm labor market participants is higher 
than those of non-participants by about 58% in NNM and 
by about 51% in case of KBM. Similarly, the annual 
household consumption expenditure per adult equivalent 
for off-farm participants is 30% higher than that of non-
participants (and 29% in case of KBM). Finally, the 
average effect of participation in off-farm work on poverty 
reduction is also larger and significant as shown in the 
table. The coefficient of poverty in NNM (-0.292) indicates 
that off-farm participants are less likely to be poor by 
about 29% on average as compared to non-participants.  

The average effects of participation in off-farm labor 
market on outcome indicators identified in this study are 
generally low as compared to an empirical finding by 
Victor and Awudu (2009) in Brong-Ahafo region of Ghana 
which were 62 and 35%, respectively for the impact of 
participation in wage employment and self-employment 
on poverty respectively.  

Finally, the test result of sensitivity analysis for 
participation in off-farm wage work reported in annex 

Table D indicates that the critical values of gamma (
e ), 

the values at which we would question our conclusion of 
the effect of labor market participation on consumption 
expenditure, income and poverty starts from values equal 
to 1.8, 1.9 and 1.5 respectively. Since these values are 
large, the effects of participation are not generally 
sensitive to problem of unobserved variables. For 
instance, the value of  gamma = 1.7 for consumption 
expenditure shows that the impact of participation on 

household consumption expenditure is not sensitive to 
selection  bias  due   to   unobserved   variables   even   if 
participants and non- participants were allowed to differ 
by as much as 70% in terms of unobserved covariates. 
Generally, the test results lead us to conclude that the 
estimated average effects are totally insensitive to hidden 
bias, and thus are generally pure effects of labor market 
participation.  
 
 
SUMMARY AND CONCLUSION 
 
In this study efforts were made to examine the role of the 
rural labor market in reducing poverty and improving 
welfare of households by using propensity score 
matching technique. The effects of participation in off-
farm employment on household poverty, consumption 
expenditure and income were examined. The finding, in 
general, confirmed that off-farm participant households 
are better off than non-participants in terms consumption 
expenditure, overall household income and level of 
poverty. The income and consumption expenditure of 
households who participated in off-farm wage 
employment were significantly greater than that of non-
participants. Moreover, on average, participant 
households are less likely to be poorer by about 29%, as 
compared to non-participants. Finally, off-farm self-
employment activity (mostly non-agricultural activity) is 
limited in the study area and not significant at influencing 
consumption expenditure and reducing poverty.  

The findings are in harmony with the mounting attention 
of governments in promoting off-farm activities in rural 
areas of developing countries as an alternative means to 
get out of poverty. Therefore, the implication is that policy 
measures which are directed towards promoting off-farm 
work opportunities in the study area are relevant to 
achieve the goals of poverty reduction. Moreover, it is 
essential to provide incentives and increase the capacity 
of households to participate in rural non-farm activities to  
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take advantage of such opportunities. Such intervention 
would  help  overcome  some  entry  barriers  to   off-farm 
employment thereby promoting efficient functioning of the 
rural labor market in the study area. In addition to being 
one important source of income for rural farm 
households, off-farm employment could help smooth 
incomes, which in turn smoothens consumption over long 
periods of time.  
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ANNEX 
 

Table A. Logit estimation result (for predicting the propensity scores) [Dependent  variable: Participation in off-farm work (1/0)]. 
 

Explanatory variable 

Participation 

Wage work Self-employment Overall off-farm work 

Coef. St.Er Coef. St.Er Coef. St.Er 

Age in years 0.024*** 0.011 -0.140 0.112 -0.102 0.095 
Age square  -0.001*** 0.0005 0.002 0.001 0.001 0.001 
Education level of the head 0.045 0.055 -0.051 0.064 0.032 0.064 
Gender(1=male;0 = female) 0.618*** 0.243 0.357** 0.172 0.337*** 0.149 
Adult laborers(aged 15-64) 0.387** 0.201 0.056 0.036 0.213* 0.130 
Elder children(aged 10-14)   0.127 0.259 0.145** 0.075 0.086* 0.044 
Dependents  -0.262** 0.126 -0.075 0.153 -0.366** 0.153 
Land cultivated in hectares  -1.524*** 0.471 -0.101 0.476 -1.007*** 0.315 
Amount of credit obtained -0.076 0.052 0.041*** 0.008 0.023*** 0.007 
Animal wealth in TLU 0.250 0.214 -0.065 0.048 -0.012 0.009 
Non-labor income -0.054 0.062 -0.001 0.0007 0.004 0.005 
Distance in kms 0.061* 0.035 -0.010 0.041 0.047 0.042 
Dummy for Guto Gida 0.343* 0.177 0.083 0.069 0.237** 0.111 
Dummy for Jima Arjo 0.169* 0.092 0.120 0.099 0.167* 0.102 
Constant  -2.160 2.629 -1.408 0.926 2.285 1.344 
Pseudo R2 0.29  0.20  0.37  
LR chi2 128.6  37.01  193.44  
Log likelihood -160.1  -122.4  -114.0  
Prob> chi2 0.000  0.052  0.000  

 

Source: Own calculations, 2012. ***, **, and * significant at 1, 5, and 10% level of significance. 

 
 
 

Table B. Covariate balancing before and after matching (for participation in wage work). 
 

Variable name  Sample 
Mean  Reduction t-test 

Treated Control % Bias  %|Bias| t p>|t| 

Age   
Unmatched 40.524 38.641 17.8  1.60 0.089 
Matched 39.582 38.563 7.6 57.3 0.75 0.451 

        

Year of schooling of head 
Unmatched 4.321 5.218 -24.4  -2.20 0.029 
Matched 4.546 5.214 -18.2 25.5 -1.33 0.183 

        

Average family schooling  
Unmatched 0.708 0.732 -9.2  -0.82 0.411 
Matched 0.711 0.731 -7.6 16.8 -0.58 0.565 

        

Gender (1= male) 
Unmatched 0.976 0.981 -3.1  -0.28 0.778 
Matched 0.964 0.980 -11.3 -260.1 -0.84 0.400 

        

Number of adult labourers 
Unmatched 4.214 3.968 14.5  1.90 0.083 
Matched 4.146 3.945 11.8 18.7 0.90 0.369 

        

Number of young children 
aged1015 

Unmatched 1.191 1.218 -2.6  -0.23 0.817 
Matched 1.273 1.198 7.0 -173.2 0.50 0.620 

        

Number of dependents 
Unmatched 2.869 3.237 -20.6  -1.85 0.065 
Matched 3.327 3.208 6.7 67.7 0.49 0.628 

        

Land cultivated in  adult 
equivalent  

Unmatched 0.465 0.660 -51.4    -4.65 0.000 
Matched 0.463 0.578 -66.6 -29.6 -1.63 0.094 
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Table B  Contd. 
 

Non-labour income 
Unmatched 287.32 144.04 20.3  1.82 0.070 
Matched 258.36 141.06 16.6 18.1 1.35 0.176 

        

Animal wealth in TLU 
Unmatched 5.384 5.487 -2.6  -0.24 0.812 
Matched 4.803 5.477 -17.4 -556.1 -1.23 0.218 

        

Credit 
Unmatched 309.6 333.20 -2.9  -0.26 0.792 
Matched 132.6 348.12 -26.7 -813.2 -1.86 0.103 

        

Distance to the nearest market 
in kms. 

Unmatched 5.049 4.525 12.3  1.11 0.270 
Matched 4.318 4.466 -3.5 71.8 -0.26 0.794 

 

Source: Own calculation using survey data, 2012.  
 
 
 
Table C. Additional indicators of matching quality. 
 

Type of off-farm 
participation 

Pseudo R2 

before matching 
Pseudo R2 

after matching 
LR χ2(p-value) 

before matching 
LR χ2(p-value) 
after matching 

Total % mean standardize 
bias reduction 

Total off-farm work  0.371 0.057 193.44(0.000) 9.57 (0.793) 87.72 
Wage work 0.287 0.042 128.57(0.000) 24.15 (0.256) 84.84 
Self-employment 0.197 0.036 37.01(0.052) 13.56(0.631) 84.33 

 

Source: Own calculation using survey data, 2012. 
 
 
 

Table D. Sensitivity analysis test for hidden bias (for participation in wage work). 
 

Gamma ( e ) 
Income Consumption expenditure Poverty 

p-value p-value p-value 

1.0 0.004 0.0001 0.007 
1.1 0.008 0.004 0.016 
1.2 0.015 0.012 0.041 
1.3 0.027 0.022 0.069 
1.4 0.036 0.037 0.099 
1.5 0.049 0.057 0.134 
1.6 0.064 0.078 0.174 
1.7 0.081 0.096 0.219 
1.8 0.092 0.125 0.268 
1.9 0.113 0.154 0.339 
2.0 0.168 0.196 0.372 
2.1 0.212 0.247 0.429 

 

Source: Own calculation using survey data, 2012. 
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In the Tigray region of northern Ethiopia, landless people contributed to the existing land degradation 
by exploiting the economic possibilities of natural resources from communal hillside areas. This has 
been practically observed in the area that the landless people have been depending on the available 
natural resources to supplement their means of living through sales of timber, fire-wood and charcoal. 
To address this problem, the Tigray Regional State has distributed denuded hillside areas to the 
landless people. It was believed that renovating bared mountain hillsides through conservation 
practices could serve as a means to create livelihood sources for the landless poor. This study has 
been inspired to investigate whether the introduction of communal hillside distribution to the landless 
people has resulted in livelihood and environmental improvements in the Tigray Regional State. Six 
districts were randomly selected namely; Kola-Tembien, Hintalo-Wejerat, Kilte-Awlalo, Degua-Tembien, 
Alaje and Ofla which all represented by 450 sampled respondents (418 males and 32 females). The 
respondents were interviewed using semi-structured questionnaires including ideas from group 
discussants and key informants. Results revealed that landless in all the districts applied conservation 
methods mainly of stone bund, trench and tree plantation. Their main livelihood sources using the 
hillside areas were; production of honey, fruits, livestock products, timber, vegetables, fuel-wood and 
animal fodder. Estimated results further indicated that supporting services given by forest experts and 
local authorities, credit access, membership in the village development committee, respondents’ 
perception to land degradation and their educational levels were the major inducing factors that affect 
landless people to participate in hillside conservation. 
 
Key words: Conservation, degradation, hillsides, landless, livelihood, sustainable, people. 

 
 
INTRODUCTION 
 
At global level, natural resource degradation on 
mountains slopes is widely believed to be one of the 
causes  of  environmental  damage   that   expedites   the 

adverse effects of climate change. The increased effect 
of this degradation coupled with climate change 
(Sanchez and Leakey, 1997; Havstad et al., 2007)  
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has led to the decline in agricultural productivity in the 
Global South. The consequent loss in land productivity 
results in global economic and social crisis that is the 
dominant threat to the security and well-being of 
populations of most countries of the Global South (Fitsum 
et al., 1999; Hengsdijk et al., 2005; Atakilte et al., 2006). 
As much of the sources of land damage have prevailed 
on steep communal hillside areas and the available 
resources are fully accessible to the advantage of 
everyone, the issues of environmental management have 
become priority concerns in these countries 
(Gebremedhin et al., 2003). Cognizance of resource 
mismanagement due to the presence of externalities 
arising from communal resource overutilization, two 
collective action theories proposed by Hardin (1968) and 
Ostrom (1990) have developed over time. The mantra of 
each theory is based on the existing common resource 
challenges and thus it seems reasonable to view the 
analysis of this study in light of both theories.  

From the time that Hardin (1968) published his article 
“The Tragedy of the Commons”, many scholars 
understood that communal resources were often severely 
exposed to maximum overexploitation by free riders 
within any given community. For Hardin, it was assumed 
that individuals proceed to satisfy their self-interest by 
over utilizing the common resources with no regard for 
others, which would eventually damage the communal 
resource bases (Hardin, 1968; Welch, 1983). Their 
underpinning proposition was based on the absence of 
individual incentives to utilize communal resources in 
efficient ways. According to this theory, common pool 
resources can be managed through central stewardship 
either by a government or through privatization. The 
reason cited for this is that individual incentives evolving 
from numerous benefits are associated with property 
rights over long term, and thus privately owned resources 
are more sustainable than publicly owned resources. 

An increasing number of scholars oppose Hardin’s 
theory and base their reasons for their opinion that the  
source of the problems highlighted in  ‘tragedy of the 
commons’ did  not originate from the failure of common 
property ownership, but rather from institutional and 
policy failures to manage communal resources, nor the 
individual’s mismanagement to enforce internal decisions 
for collective actions at communal level (Ostrom, 1990; 
Beaumont and Walker, 1996; Poteete and Ostrom, 2000; 
Forsyth, 2006). These scholars conceived that 
decentralized collective management of common 
property resources by users could be an appropriate 
system for overrating the ‘tragedy of the commons’ 
(Agrawal, 2001; Ostrom, 2008). As viewed by Trivers 
(1971), the tragedy of commons can be solved via 
people’s dedication to manage communal resources 
altogether. As people exist within social bonds, they 
interact closely, including experience sharing among 
each, common cooperation against free-riders, and 
creation of local bylaws and binding regulations.  

 
 
 
 

Furthermore, Axelrod and Hamilton (1981) contended 
that relationships among people usually strengthened 
due to their learning behaviour for cooperation in 
mutuality sense. In this sense, global environmental 
damages can be addressed via international collective 
actions (Ostrom, 2008).  

The above debates over how communal resources can 
compatibly be governed by local community and which 
approach can plausibly be applicable for renovating the 
denuded resources have been studied widely. However, 
there is scant information on distributed mountainous 
hillside areas and how landless people utilize communal 
hillside resources and how the resources can be brought 
back into their natural green scenery.  Such similar cases 
are apparently observed in the Tigray region of northern 
Ethiopia where land degradation is the major reason for 
low level of land productivity and devoid of vegetation 
(Hengsdijk et al., 2005; Wolde et al., 2007). Many 
landless people depended on the remnants of communal 
hillside forest patches by selling fire-wood and charcoal, 
timbering, traditional mining, cutting tree branches and 
herbaceous woods to feed their animals. This has further 
spirally escalated the ill-effects of land degradation (Hurni 
et al., 2005; Carolyn and Asenso, 2011). Due to their 
dependency on communal forest patches, lot of erosion 
is taking place and the areas are getting degraded year 
by year. In the upper catchment hillside mountain areas 
where many people cut-down live trees for firewood and 
charcoal sales, the position of forestland is being further 
exposed to severe land degradation (Badege, 2009). In 
other land areas in which mining and logging of trees 
have been taking place, large trees are almost lost, only 
bushes and stony degraded areas can be seen. At 
present, big trees can be observed only near to churches 
and mosques.  

The increasing problem of landlessness in the areas 
has put pressure on the local administrators to rethink 
about the sustainable use of non-arable hillside 
mountains. The strategy designed was distributing the 
bared hillside areas to the landless people; after first 
establishing structures for soil and water conservation 
through community mobilization (Yifter et al., 2005; 
Carolyn and Asenso, 2011). Such hillside distribution to 
the landless poor started in 1999 in the Tigray region. As 
the result, landless people have conserved the areas by 
planting fruit trees, growing fodder for their cattle and 
engaging in honey production. The distribution of non-
arable hillside areas to the landless people has two 
advantages; the areas which were previously found 
denuded are recently getting renovated, and, the landless 
people whose means of living previously depending on 
fuel-wood sales and traditional mining have started 
shifting to the production of fodder trees, fruits, 
vegetables, honey and commercial timber trees like 
eucalyptus. 

However, those landless people who do not have 
access to other means of living are still dependent on  the  



 
 
 
 
hillside communal forests. Since they contributed to 
deforestation and land degradation, it is reasonable to 
address the problem by creating long-term linkages 
between livelihood sources and hillside conservation so 
as to enable the landless people to utilize the hillside 
areas in sustainable ways. In a community of having 
shortage of arable land like in the Tigray Region, linking 
hillside distribution to the landless people and 
conservation is crucial. Therefore, a clear understanding 
on the livelihood effects of landless people’s participation 
on hillside conservation is helpful in bringing long-lasting 
hillside renovation. In doing this, the objectives of the 
study were:  
 
(1) To examine perception of landless people on land 
degradation  
(2) To verify the contributions of chosen hillside 
rehabilitation activities to the livelihood of landless 
people.  
(3) To identify factors that affect the participation of 
landless people on hillside conservation 
 
 
MATERIALS AND METHODS 
 
Sampling design 
 
Field survey was done in the Tigray Regional State of northern 
Ethiopia during 1 April  to 30 May, 2013. In the study area, many 
landless people were reaping benefits by practising hillside 
rehabilitation. Following Atakilte et al. (2006), the six research sites 
selected for this study were categorized on the basis of their agro-
climatic classifications. Areas below 1500 m above sea level are 
considered as lowland (Quola), areas situated at 1500 to 2300 m 
above sea level are medium altitude (Weina-Degua); and the areas 
over 2300 m above sea level are highland (Degua). Based on these 
classifications, Quola-Tembien is located at an altitude of 800 to 
1500 m above sea level in a lowland district. While Degua-Tembien 
(midland) is situated at an altitude of 1200 to 2100 m above sea 
level, Kilte-Awlalo and Hintalo-Wejerat (midland) are found at an 
altitude of 1500 to 2540 m above sea level. The high land areas of 
Alaje and Korem are also positioned with a proxy altitude range of 
2300 to 3140 m above sea level.  

Across all climatic zones, the Tigray Regional government is the 
first region that has undertaken distribution of bared communal 
hillside areas to landless people to enable them access to various 
livelihood sources in a sustainable way. In Tigray region, there are 
35 woredas (districts) that have distributed non-arable hillside areas 
to the landless people. During sampling, criteria were used so as to 
distinctively identify the districts that have fully practised the hillside 
rehabilitation from those did not. They were:  
 
(1) Districts that distributed hillside areas to landless people  
(2) The presence of landless people whose livelihood sources 
depend on the conserved and improved hillside areas  
(3) Landless people who have got training regarding hillside 
rehabilitation. 
 
Six districts that have fulfilled the criteria were selected and the 
survey was conducted across three stratified agro ecological zones 
(lowland, midland and highland). From each agro ecological zone, 
individual sample representatives were selected using simple 
random sampling  technique.  Following  Chand  et  al.  (2012),  the  
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required sample size was estimated at 99% confidence level and 
below 1% error commitment as shown below: 
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Where: n = is the sample size, N = is the population size, Z= 
Confidence level at 99%, Z=2.57, P= Estimated population 
proportion (0.5), e = is the error level (0.003). 

Based on the sampling estimation made out of the total 1808 
population size, the required sample size was 450. Doing a 
proportionate stratification from the total 1679 males and 129 
females, the representative sampled households were 418 males 
and 32 females drawn from each of the three agro ecological zone 
(117 from lowland, 166 from midland and 167 from highland) as 
shown in Table 1.  
 
 
Data sources and collection 
 
This study was based on data obtained from both secondary and 
primary sources. Due to the wide ranging implications of the 
involvement of landless people into hillside conservation to 
generate their income, primary data were broadly collected by 
mixing both qualitative and quantitative methods. The following 
methodological approaches were employed to address the 
objectives.  In order to bring together logical information addressing 
the research objectives, eight key informants were taken. The 
selection of the key informants was based on their experiences, 
better technical knowledge on hillside conservation, representatives 
of both men and women landless people and village leaders drawn 
from each district. In the presence of the chosen discussants, the 
whole thing was open for discussion and the informants were 
participating to criticize, correct, or point out, and answer in any way 
based on the context of their villages. The eight key informants 
participated in the in-depth interviews were: animal expert, two 
experienced farmers (a male and a female), forest expert, 
representative elder, leader of Farmers’ Association, Women’s 
Association and leader of development committee. 
 
 
Dependent and independent variables 
 
Dependent variable 
 
The dependent variables are two consecutive hillside conservation 
actions. The first one is participation of landless people on hillside 
conservation and the next one is the amount of conservation done 
by the landless people, measured in meters of stone/soil bund. 
 
 
Independent variables 
 
Some of the independent variables are: income sources from the 
hillside areas, (household demographics such as gender, age, 
education, marital status of household head), active family size, 
value of livelihood assets gained from the hillside rehabilitation, 
cattle size, land size in the hillside, non-cattle tropical livestock unit, 
access to water sources, cost of conservation, cost on water use, 
new hillside conservation strategies, conservation methods, source 
of information, experience in hillside conservation, contact with 
extension agents, member of farmers association, satisfaction with 
improved tree varieties, access to off-farm activities, location of the 
hillside area, hillside income, non-hillside income, etc). 
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Table 1. Sample frame of the respondents. 
 

Agroecological zone Sex Population Sample 

Lowland 
Females 29 8 
Males 403 109 
Total 432 117 

    

Midland 
Females 60 15 
Males 844 151 
Total 904 166 

    

Highland 
Females 40 9 
Males 431 158 
Total 464 167 

    

Total 
Females 128 32 
Males 1680 167 
Total 1808 450 

 
 
 
Data analyses 
 
Both qualitative and quantitative data analyses methods were 
applied. Qualitative data analysis was carried out to capture 
information that was collected from key informant interviews, 
household surveys, and direct observations. As the project uses a 
mix of methods to understand the richness and complexity of the 
hillside conservation and their effects on the benefits of landless 
people, data triangulation was used to analyse, validate and verify 
the results. During triangulation, the results from different methods 
of qualitative and quantitative information were compared to 
strengthen the outcome of the project. To analyse the linkages 
between livelihood sources obtained from the hillside areas and the 
role of the landless people on hillside conservation, descriptive 
statistics such as measures of central tendency and dispersion 
were employed. The strength and direction of relationships between 
different selected dependent and independent variables were 
examined using statistical tests like chi-square to look at the 
associations between discrete variables and t-tests to compare the 
mean differences between continuous variables.  
 
 
Econometrics techniques 
 
To identify various factors that influence the involvement of landless 
people on hillside conservation the two-stage Heckman model was 
applied. Conservation activities can be influenced by various 
explanatory factors. Some of these factors can be household-
behaviours, income levels and sources, resource availabilities, land 
management and institutional variables. In this view, it is possible to 
analyse the different factors that instigate landless people to 
participate in environmental rehabilitation. Households in the study 
areas undertake two decisions (such as decision of participation in 
hillside conservation and construct some amount of stone-bunds, 
trench, tree plantations, and others in the hill-side areas) as the 
activity provides them a certain threshold level of utility in terms of 
yield gained from the improved hillsides after rehabilitation, (fodder, 
honey or fruit produce or commercial trees).  

The choice that the landless people have to make is based on 
the unobserved utility obtained from participation in those activities. 
These kinds of choice models assume that an individual 
household’s choice is the result of his/her preference (Wooldridge, 
2002). In such a scenario, some  of  the  factors  that  influence  the 
behaviour of landless people in conservation participation activities 

may also influence their performances on the level of conservation 
or produce using the hillside. Analytical estimation of the outcome 
equation (hillside conservation in meters) alone would be, therefore, 
biased in the presence of sample selection. Sample selection may 
occur as a result of self-selection by research units (observation 
units – landless people in this case). The resulting bias (sample 
selection bias) emanates from the correlation between the error 
term and independent variables (Heckman, 1979; Verbeek, 2004). 
All these problems basically may arise from endogenous 
relationships among variables, measurement error of variables and 
missing cases of variables. Hence, the selection equation in the first 
stage of the Heckman two-stage model is accountable to capture 
factors affecting participation decision made by the landless people. 
This equation is used to construct a selectivity term known as the 
‘Inverse Mills ratio’ which is added to the second stage ‘outcome’ 
equation’ so as to explain factors affecting hillside conservation 
measured in meters. The inverse Mill’s ratio is a variable for 
controlling bias due to sample selection (Heckman, 1979). The 
second stage involves including the Mills ratio to the amount of 
hillside conservation to be measured in meters and estimating the 
equation using Ordinary Least Square (OLS). Moreover, with the 
inclusion of extra term (inverse Mill’s ratio) into the second stage, 
the coefficient in the second stage ‘selectivity corrected’ equation 
becomes to be unbiased (Wooldrige, 2002; Verbeek, 2004). 
Specification of the Heckman two-step procedure, which is written 
in terms of the probability of landless people to participate in hillside 
conservation, is given as follows: 
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Table 2. Socio-economic characteristics of the landless people. 
 

Socio-economic characteristics of landless people Mean Minimum Maximum
Age in years 40.9 20 68 
Experience in years 7.4 3 12 
Cattle Holding (cows and oxen) 2.5 1 7 
Family size 2.8 1 6 
Net gain in Birr annually                                           783.3 20 2330 

 
 
 
In this case, the amount of hillside conservation measured in 
meters represented by Equation (2) becomes the outcome 
equation- the variable on which we are interested to see the effect 
of various factors and the income gained from the hillsides. 
Equation (1) represents the decision for the participation activities 
of the landless people become the selection (precondition) 
equation. The overall selection model indicates that the extent of 

hillside conservation (
*iy

) is observed when a given landless 
household (i) participates in conservation activities, that is, zi= 1. In 
the given model, in Equations (1) and (2), sample selection occurs 
when the correlation between the error terms of the two models,  
corr(εi , ui) = ρ, is different from zero, assuming that the error terms 
εi  and ui are jointly normally distributed, independently of xi and vi , 
with zero expectations. Both xi and vi are the vectors of independent 
variables that affect the participation of landless households on 
hillside conservation. In the presence of the selection bias, typical 
models such as probit models are inefficient and OLS estimation is 
biased (Verbeek, 2004). Thus, the implication is that the selection 
problem should be corrected and we need a superior estimator for 
this. Based upon the specification of the dependent variable of the 
outcome equation, the two-step Heckman selection model is 
appropriate. 
 
 
RESULTS AND DICUSSION 
 
Socio-economic characteristics of respondents 
 
According to the criteria profoundedly categorized by 
Jacobsen (1999), the age between 15-64 years was 
active labour force population, whereas people whose 
age less are than 15 years and the older people whose 
ages exceeding 64 years were grouped as economically 
passive and dependent. Following this, the results shown 
in Table 2 indicate that the mean age of the sample 
respondents was found to be about 41 years; implying 
the involvement of the landless people mainly from the 
active labor force group. Out of the total 450 interviewed 
respondents, male landless people were 418 and 
females were 32. Based on additional ideas obtained 
from the key informants and group discussants, the 
females in these areas were dominantly burdened with 
indoor family management tasks and cultural stereotypes 
which hindered their participation in hillside conservation 
to support their own livelihood.  

This finding has similarity with the studies made by 
Chala et al. (2012) and FAO (2012) in the sense that 
females in Ethiopia have cultural hindrances that 
obstructed their involvement in various developmental 
activities outside their  home.  It  was  found  that  women 

were engaged in family management of daily house tasks 
such as cooking, washing and taking care of their 
children. In most cases, the men acted as the head of the 
household; in making money and satisfying the family 
demand. The survey result further revealed that the 
landless people in the study areas had an average 
experience of 7.4 years in hillside conservation with a 
minimum of 3 and maximum 12 years. Each respondent 
consisted of an average family size 2.8, and owned a 
mean number of cattle about 2.5 with a minimum 1 and 
maximum 7. The average annual net gain reaped by the 
respondents out of their participation in the hillside 
rehabilitation was estimated in Ethiopian Birr 783 with a 
minimum of 20 and maximum 2330. 
 
 
Perception of landless people and their particiaption 
on hillside conservation 
 
The landless people were asked to elucidate their 
perception towards the damages they imposed on the 
environment due to their dependence for fire-wood and 
charcoal sales by exploiting the remnant forest areas. 
The key informants and group discussants reported that 
degradation on hillside areas was perceived as a problem 
hindering livelihood improvement and agricultural 
productivity in the study areas. The data gathered from 
the field survey further confirmed that the landless people 
sensitized the exisitng damages they were imposing on 
the environment such as charcoal and fire-wood 
extraction. About 95% of the interviewed landless people 
witnessed that the severity of land degradation in the 
area was getting worsened year to year. These 
respondents largely examined the incidence of land 
degradation predominantly occurred in denuded 
mountain hillside areas. Of the landless people who 
reported the problems of land degradation in the hillside 
areas, more than 86% admitted that their dependence on 
the mountain hillsides accelerated the damages. The 
remaining 5% of the respondents did not notice the 
prevalence of land degradation in the hillside areas 
(Table 3).  

Table 4 depicts the summary of hillside conservation 
done by the landless people all over the six woredas 
(districts). The landless households participated in 
conservation activities of soil bund, stone bund, tree 
plantation and a mix of trench  and  bunds  to  rehabilitate  
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Table 3. Perception of landless people on land degradation.  
 

Perceive land damages Worsened No Change Improved 

Frequency  427 15 8 
Percentage   95 3.3 1.7 

 
 
 

Table 4. Summary of hillside conservation done by the landless people. 
 

Conservation methods Observation Mean Std. Dev. Min. Max. 

Soil/Stone bund in meters 421 111.5 51.3 32 196 
Trench (in meter square) 450 22 9.5 0 53 
Tree plantation (Number) 402 36 19.2 6 81 
Mix of trench and stone bund 356 72 44.3 86 108 

 
 
 

Table 5. Ways to achieve livelihoods of landless people using hillside conservation by woredas (Districts). 
 

Income Sources 
Woredas (Districts) 

Alaje 
Hintalo-
wejerat 

Degua-
Tembien 

Kilte-
Awlalo 

Quola-
Tembien 

Ofla Frequency Percent 

Sale of timber/Fodder 3 14 4 11 7 7 46 10.2 
Sales of vegetables 5 15 7 7 5 3 42 9.3 
Sale of honey 12 22 14 37 10 22 117 26 
Livestock 8 26 10 28 10 20 102 22.7 
Sale of fuel-wood 7 16 5 16 7 11 62 13.8 
Others 8 24 5 18 11 15 81 18 
Percent 9.6 26 10 26.5 10.5 17.3 100 100 

 
 
 
the hillside areas. On average, about 111.5 m of 
soil/stone bund was implemented by the landless people. 
The average number of trees planted by the landless 
people was about 36. Some efforts made by the landless 
households to implement conservation practices using 
trench was accounted for 22 m2 during the year 
2012/2013. Applying different types of conservation 
methods, the landless people in the area were to 
rehabilitate the denuded hillside areas from which they 
generated their income sustainably. The amount of soil 
and water conservation done in the hillside areas 
indicates that the landless people who have obtained 
land grants did not perform sufficient hillside conservation 
as compared to the hillside areas given to them. Group 
discussants mentioned that the large portion of the 
hillside areas distributed to the landless people has not 
yet been conserved. Another study done by 
Gebremedhin et al. (2003) similarly found that in the 
Tigray Regional State, various conservation measures 
have been carried out by community mobilization mainly 
of stone terraces and bunds, micro-dams, trenches, tree 
planting, area enclosures, regulations for grazing lands, 
control of burning and applications of natural fertilizers 
like manure and compost. 

Contributions of chosen hillside conservation to the 
livelihoods of the landless poor 
 
Table 5 illustrates the major ways through which the 
landless people pursued to improve their livelihoods by 
applying various hillside conservation methods. There is 
a potential for improving the livelihoods of the landless 
people by restoring the degraded hillside areas through 
their participation in various conservation methods. As 
the result of their participation, various income sources 
were created by the use of hillside areas. Out of the total 
income, the portion obtained from the sales of honey 
accounted for 26%. This was followed by 22.7% of the 
income share generated from the livestock products. 
Using the hillside areas, about 10.2% of the total income 
was reaped from sales of timber like commercial 
eucalyptus trees, and 9.3% was from sales of vegetables. 
While the landless people still continue to generate 
13.8% of the total income sources from the sales of fire-
wood and charcoal, the remaining 18% was from other 
income sources such as daily labour wage, pity business, 
poultry and sales of fodder. It is indicated in the figures 
that different livelihood sources have served the landless 
people as  sources  of  additional  income  to  supplement  
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Table 6. Total Annual Gain in Birr from the Hillsides by Agro-ecology. 
 

Agro-ecology 
Summary of Income from the Hillside Rehabilitation in Ethiopian Birr 

Frequency Mean Standard Deviation Minimum Maximum 

Lowland 117 778.2 436.1 32 2107 
Midland 166 772.8 478.5 26 2327 
Highland 167 797.2 433.6 20 2318 

 
 
 

Table 7. Participation of landless people on hillside conservation using heckman regression. 
 

Explanatory variables 
Soil/Stone-bund 

Explanatory variables 
Soil/Stone-bund 

Coefficient P-Value Coefficient P-Value 

Tree satisfy 1.056088 0.646 Religious leader -4.461652 0.700 
Benefit hillside -2.763954 0.311 Social committee .2037514 0.956 
Experience 3.842082 0.323 Village justice -17.01396 0.291 
Absence of demarcation -8.161377 0.122 Perceived degradation 24.37742 0.000*** 
Dummy advice 6.878082 0.021** Farm size 4.426882 0.215 
dummy extension 4.436521 0.007*** education -7.33115 0.001*** 
age -.5748796 0.057 credit 8.600637 0.000*** 
seedlings .2487836 0.054 _cons 133.3123 0.000 
Development committee 5.945144 0.047**    

 

Note that *** and ** are significant at 1 and 5% respectively.       
 
 
 
their means of living. Sales of honey and livestock played 
a considerable role in supplementing the landless people 
with additional incomes. 

The proportion of fuel-wood comprising both charcoal 
and fire-wood (13.8%) serving as an income source for 
the landless people has important implication that about 
62 landless people were found to be dependent on the 
natural resource forests. This may show how their 
dependency on the natural forests has imposed them to 
pursue on their short-term perspective, whereby they 
stick to deal with the immediate livelihood needs without 
considering the long-term effects of their actions on the 
natural resource base. This requires compatible 
intervention that can reshape the direction of the landless 
people towards honey production, commercial tree 
plantation, livestock rearing and vegetables which are 
eco-friendly livelihood alternative sources. In light of 
these findings, similar conclusions made by Habibah 
(2010) indicating that farmers can only be active 
participant in conserving natural resources if they find 
that it gives them any kind of perceived benefits. Hence, 
all the benefits from the hillside areas should be clearly 
categorized as environment friendly and non-friendly so 
that the landless people could be directed towards the 
sustainable pathways. The landless people whose 
income sources generated from the hillside areas in each 
woreda (district) is presented in Table 5. The income 
share of the landless people by districts as ways of their 
livelihood sources were: Quola Tembien (37.1%), 

Hintalo-wejerat (26%), Ofla (17.3%), Degua-Tembien 
(10%) and Alaje (9.6).  

The recorded annual income obtained by the landless 
people from the highland, midland and lowland agro-
ecologies were on average 797.2, 772.8 and 778.2 birr, 
respectively (Table 6). The one way anova test revealed 
that there was no statistical and significance income 
differences among the three climatic zones. However, the 
big variations between the minimum and maximum 
income earnings in each agro-ecology indicates the need 
to intervene to narrow the disparities among the landless 
people.  
 
Factors that affect participation of landless people on 
hillside conservation 
 
Table 7 demonstrates the regression outputs of the two-
stage Heckman Model to distinctively identify the major 
factors that induce the landless people to involve in 
hillside conservation.  The coefficient of the inverse Mils 
ratio (lambda) using the Heckman first stage regression 
was statistically significant at 1% probability level (Prob > 
chi2 = 0.0000), indicating the presence of sample 
selection bias. After the correction of selection biases by 
including the inverse Mills ratio into the second stage of 
the Heckman model (OLS regression), the results were 
obtained as shown on Table 7.  

Conservation was used as dependent variable which 
dominantly practiced  by  the  farmers  in  the  study  area  
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such as soil and stone-bund measured in meters. 
Regressing the dependent variable soil/stone bund on 
the explanatory variables, the variables like extension 
services given by the agriculture experts (dummy 
extension), membership of the development committee in 
the village (Development committee), perceived land 
degradation (Perceived degradation), access to credit 
services (Credit) and educational level (education) are 
statistically significant at 1% probability level. The 
variable, dummy advice refers to support given to the 
landless people mainly from the local authorities which is 
statistically significant at 5% as shown in Table 7. It 
indicates that the more the landless people received 
advices from the forest experts and local leaders; they 
would be inspired to apply more meters of soil and stone 
bund in the mountainous hillsides. For instance, the 
landless people that received advice regarding hillside 
conservation implemented about 6.9 more meters than 
those did not receive the services, where the other 
intervening variables held constant.   

The implication may be that the advisory service 
provided to the landless people is helpful in facilitating 
hillside conservation. This conforms to the view of 
Kashwan (2013) in the sense that development agents 
offer technical advices in conservation and bringing 
workable collaboration between the entire community and 
the forest users. Similarly, practical lessons and 
experiences disseminated by the forest experts and local 
leaders in the study areas hasten the action of the 
landless people through which the hillside areas have 
become livelihood sources for the landless people. This 
further encourages them to share responsibilities in 
hillside conservation along with the community which 
eventually leads to reduce social costs. Accordingly, the 
landless people and the community at large will have 
intimate knowledge in renovating the hillside areas 
sustainably and are able to monitor and protect the area 
from any threats.  

The participation of the landless people at various 
development activities within the village is another 
important factor affecting the level of hillside conservation 
by the landless people. Hence, the landless people 
having exposure to participate as a village development 
committee (Development committee) tended to apply 5.9 
more meters of soil and stone bund than the ordinary 
people. Their participation as a member of development 
committee in the village may broaden their awareness 
about the severity of land degradation.  
  Hence, the landless people that perceived the existing 
land degradation (Perceived degradation) implemented 
more stone bunds of about 24.4 m than those did not 
perceive. With respect to educational level, the landless 
people having high level of years of schooling may tend 
to conserve their environment. But, the Two-Stage 
Heckman model regression output shows that additional 
one year schooling on average decreases the 
participation  of  the  landless  people  by   about   7 m  of  

 
 
 
 
stone and soil bunds in the hillsides (Table 7). The 
negative result indicates the decrease level for the 
landless people to participate in stone bund conservation. 
This was also supported by the key informants and group 
discussants in the sense that most of the landless people 
having higher level of education are assigned in various 
administration activities in the villages. In addition, some 
migrate to other places to search better income sources 
temporarily.  
 
 
CONCLUSIONS AND SUGGESTIONS 
 
Landless people have contributed to the existing land 
degradation by exploiting the economic possibilities of 
natural resources from the communal hillside areas. This 
has been practically observed in the hillside mountain 
areas from which landless people supplemented their 
livelihoods through sales of fire-wood and charcoal, 
timbering and fodder production, livestock rearing, 
growing fruit trees, and growing vegetable items. The 
study has been inspired to investigate whether the 
introduction of communal hillside distribution to the 
landless people has resulted in livelihood and 
environmental improvements in the Tigray Regional 
State. It was based to verify the idea that environmental 
rehabilitation in Tigray can be achieved via conservation 
of mountainous hillside areas with concurrent emphasis 
of supporting the livelihoods of the landless poor. The 
study revealed that landless people have tackled land 
degradation by applying various hillside conservation 
methods such as soil/stone bunds, trenches, tree 
plantation and zero grazing. However, lots of landless 
people have still relied on sales of fire-wood and charcoal 
to supplement their means of living. Besides, the people’ 
participation on hillside conservation was found to be 
insufficient due to several restraint factors. The Heckman 
two-step regression output indicated that collaborative 
advisory services from forest experts and local authorities 
(dummy advice), membership in the village development 
committee (Development committee), landless people’ 
perception on land degradation (Perceive degradation), 
extension services, credit accesses and educational 
levels are the major determinant factors that induce the 
landless people’ participation on hillside conservation to 
improve their livelihoods. Therefore, the following actions 
can possibly be sound to use hillside areas sustainably: 

 
(i) Provision of continuous support from local leaders and 
development agents by instigating the landless people to 
involve on hillside land grants and undertaking extensive 
conservation to improve their livelihood bases.  
(ii) Build the capacity of the landless people through 
training, workshops, demonstrations, information 
dissemination, and experience sharing to increase their 
ability to utilize the hillside areas sustainably. 



 
 
 
 
(iii) Enable the landless people to be fully detached from 
the sales of fire-wood and charcoal by providing 
substitutive income sources via communal hillside 
distributions.  
(iv) Identify trees compatible to each agro-ecology and 
cultivate the hillside areas with trees that can bear fruits, 
and serve for animal feed. 
(v) Plant bee forage, thereby increase honey yield with 
positive attitude for forest care and protection, which 
leads to sustainable job creation for landless people.  
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This paper was the first to use nationally representative data from the Agricultural Sample Surveys of 
Ethiopia to examine the factors affecting the adoption of the fertilizer-seed technology “package” 
promoted by Ethiopia’s government. We used a double hurdle model to analyze fertilizer adoption 
among four major cereal crops (barley, maize, teff, and wheat). This model allowed us to identify factors 
affecting farmers’ access to fertilizer and factors affecting fertilizer demand conditional to input access. 
Extension was proven to have the biggest impact on fertilizer adoption. We found that knowledge 
required to adopt new technology represented a high cost for farmers. In addition to extension, other 
factors that could reduce the cost to access knowledge include farmers’ knowledge and skills in cereal 
production, risk aversion behavior, household wealth and land fragmentation. Substantial yield gain in 
maize and teff could be achieved from locally tailored extension packages. 
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INTRODUCTION 
 
The economic growth strategy formulated by the 
Ethiopian government in 1991 places very high priority on 
accelerating agricultural growth to achieve food security 
and poverty alleviation. A core goal of this strategy is to 
increase cereal yields by focusing on technological 
packages that combined credit, fertilizers, improved 
seeds and better management practices. The 
participatory demonstration and training extension 
system (PADETES), started in 1994 to 1995 and in its 
early stages focused on cereal crops, but expanded to 
other crops in later years. This technology-package-
driven extension approach has been implemented on a 
large scale and has reached virtually all farming 
communities in Ethiopia. It represents a significant public 
investment   ($50   million   dollars   annually   or   2%   of 

agricultural GDP in recent years),  four  to  five  times  the 
investment in agricultural research. Extensive data from a 
large number of demonstrations carried out through 
PADETES, indicates that the adoption of fertilizer-seed 
technologies could more than double cereal yields and 
would be profitable to farmers in moisture-reliant areas 
(Howard et al., 2003).  

However, after nearly a decade of implementation the 
impacts of the program have been mixed, with increased 
but still limited use of fertilizer (World Bank, 2006). 
Byerlee et al. (2007) concluded that some of the major 
factors affecting the results of PADETES program are 
poor performance of the extension service, promotion of 
regionally inefficient allocation of fertilizer, low technical 
efficiency in the use of fertilizer, no emergence of  private
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sector retailers whom were negatively affected by the 
government’s input distribution tied to credit, and the 
generation of an unleveled playing field in the rural 
finance sector by the guaranteed loan program with 
below-market interest rates. Among these issues, low 
adoption of modern inputs, especially chemical fertilizer, 
deserves more in-depth study as the fertilizer policy 
represents a substantial portion of public resources going 
to agriculture.  

Several papers have analyzed the factors affecting 
adoption of chemical fertilizer in Ethiopia’s cereal 
production. Admassie and Ayele (2004) and Beshir et al. 
(2012) noted that age of household head, farm land size, 
education, livestock, non-farm income, gender and 
access to information are major factors affecting 
technology adoption. Limited knowledge and education 
are identified as major constraints for technology 
adoption by Asfaw and Admassie (2004), while Beshir et 
al. (2012), Carlsson et al. (2005) and Wubeneh and 
Sanders (2006) highlighted the positive effect of 
extension services on fertilizer adoption. Liverpool-Tasie 
and Winter-Nelson (2012) on the other hand, indicate that 
technology diffusion in Ethiopia is likely to be enhanced if 
extension can target intentional networks, rather than 
spatial clusters; and Abebaw and Haile (2013) show that 
cooperative membership has a strong positive impact on 
fertilizer adoption. Dercon and Christiaensen (2011) 
found an important role of risk on fertilizer adoption, 
showing that the lack of insurance or alternative means of 
keeping consumption smooth leaves poor households 
trapped in low return, lower risk agriculture. Croppenstedt 
et al. (2003) pointed out supply side factors such as 
credit constraints and untimely fertilizer supply are some 
of the most important reasons for non-adoption of 
fertilizer by farmers. Alternatively, Liverpool-Tasie and 
Winter-Nelson (2009) find no relationship between 
participation in microfinance programs and the use of 
technologies and concluded that participation in micro-
finance programs increases the likelihood of technology 
use for the less poor households only.  

A major limitation of these studies is that they use a 
variety of different data sources that are not nationally 
representative of Ethiopia’s agriculture, with some of 
them not covering the second half of the 2000s when a 
substantial increase in fertilizer adoption took place. 
Some of the sources used include the Ethiopia rural 
household survey (ERHS), which comprises 1,477 
households in 15 Peasant Associations across the four 
major regions in Ethiopia (as in Dercon  and  Christiaensen,  
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2011; Liverpool-Tasie and Winter-Nelson, 2009, 2012); a 
survey conducted in 1994 covering 6,147 cereal-growing 
farm households, in Amhara, Tigray, Oromia, and SNNP 
(Croppenstedt et al., 2003), and a survey focusing only in 
two districts of south Wollo zone (Beshir et al., 2012). 
The goal of this paper is to look at the extent and 
determinants of the adoption of the fertilizer promoted in 
Ethiopia. The study contributes to the literature of 
technology adoption in Ethiopia’s agriculture in several 
aspects. First, this is the first attempt to analyze 
technology adoption in Ethiopia using nationally 
representative data based on agricultural sample surveys 
from the central statistical agency (CSA, various years). 
Second, our approach features the sequential process of 
decision making in technology adoption by separating the 
decision to adopt fertilizer and the decision about the 
quantity of input use for each cereal crop, addressing the 
endogeneity of extension service to improve our 
understanding of the effectiveness of PADETES. Third, 
we estimate average partial effects for determinants of 
technology adoption, allowing us to examine the 
unconditional effect of factors that influence the adoption 
process, which is important when there are observations 
with zero values for input use. Finally, in addition to 
traditional social economic indicators, we introduce 
spatial variables obtained through GIS tools in the 
analysis. The spatial distribution of biophysical 
constraints and market accessibility are incorporated in 
the model to take into account the impact of local 
agronomic and development conditions on technology 
adoption.  
 
 
Cereal production and technology adoption in 
Ethiopia  
 
Table 1 presents a summary of area, production and 
yields of cereals in main Ethiopian production regions in 
2003 to 2004 and 2007 to 2008. Total cereal production 
was 13.6 million tons in 2007 to 2008, expanded by 27% 
from 2003 to 2004. Average cereal yield reached 1.6 
ton/ha in 2007 to 2008, exhibiting a 22% growth over 5 
years. In 2007 to 2008, the main cereal according to land 
use was teff (30% of total cereal land), followed by maize 
(20%), sorghum (18%) and wheat (16%). Ethiopia’s yield 
levels are lower than the average yield in least developed 
countries, although they are higher than the average yield 
in Eastern Africa. 

Between 2003 to 2004 and 2007 to  2008,  the  area  of  
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Table 1. Area, production and yields of cereals in Ethiopia, 2003 to 2004 and 2007 to 2008. 

 Variable 
2003 to 2004  2007 to 2008  Growth 2003 to 2004 and 2007 to 2008 (%) 

Area Production Yield Area share  Area Production Yield Area share  Area Production Yield Area share 

Cereal crop 000 ha 000 tons Tons/ha %  000 ha 000 tons Tons/ha %      

Barley 911 1071 1.2 13.4  985 1355 1.4 11.4  8.1 26.5 17.0 -14.9 
Maize 1300 2455 1.9 19.1  1767 3750 2.1 20.4  35.9 52.7 12.3 6.8 
Millet 303 304 1.0 4.5  399 538 1.3 4.6  31.7 77.0 34.4 2.2 
Sorghum 1242 1695 1.4 18.2  1534 2659 1.7 17.7  23.5 56.9 27.0 -2.7 
Teff 1985 1672 0.8 29.1  2565 2993 1.2 29.6  29.2 79.0 38.6 1.7 
Wheat 1075 1589 1.5 15.8  1425 2314 1.6 16.4  32.6 45.6 10.0 3.8 
Other  35 44 1.3 0.5  55 108 2.0 0.6  57.1 145.5 56.1 20.0 
Total cereal 6816 8786 1.3 100  8675 13609 1.6 100  27.3 54.9 21.7  

 

Source: Author’s calculation using CSA Agricultural Sample Survey data (various years). 
 
 
 
four of the major  cereal  crops  under  the  
promoted technologies (fertilizer and/or seed) 
increased at 4% annually (Table 2). The adoption 
of the promoted package of jointly using fertilizer 
and improved seed has been very limited, 
accounting for only 6% of cultivatedarea. 
Traditional farming practice of using local seed but 
no chemical fertilizer remains the dominant 
farming system in barley (73% of land), followed 
by maize (62%), teff (56%), and wheat (43%) in 
2007 to 2008. 

More than 50% of the area planted with teff and 
wheat and 38% of the area under maize used 
fertilizer during the period, regardless of seed 
type. Barley shows the lowest levels of fertilizer 
adoption with only 27% of its area cultivated using 
fertilizer. However, the information available from 
CSA allows only identifying the use of improved 
seed varieties if they are purchased on the year of 
the survey. Because of this, the survey can only 
capture the systematic use of improved seed 
varieties if they are hybrids because they need to 
be purchased every year, underestimating the 
adoption of  open  pollinated  varieties.  Given  the 

importance of hybrids among improved maize 
varieties and of open pollinated varieties for other 
crops, CSA data can only capture adoption of 
improved seed in maize. For this reason, our 
analysis focuses on fertilizer adoption rather than 
on the fertilizer-seed package.  

Cereal cultivation is highly concentrated 
geographically (Figure 1). Almost 80% of total 
area under cereals is in the Amhara and Oromiya 
regions to the northwest, west, southwest and 
south of the capital, Addis Ababa. This area 
includes a diverse set of conditions for agricultural 
production. Spatial conditions for production and 
market access have been discussed in detailed by 
Diao and Nin Pratt (2005) and Tadesse et al. 
(2006).  

There are substantial regional variations in the 
adoption of fertilizer (Figure 2). The spatial 
distribution of fertilizer use varies by crop, 
although there is also a significant overlap of 
zones across the different crops. In general, most 
of the area under fertilizer is concentrated in areas 
with suitable natural resources for production and 
roads access.  

METHODOLOGY 
 
Conceptual framework 
 

One of the most used methods for modeling technology 
adoption behavior is the censored regression model, also 
called the Tobit model (Wubeneh and Sanders, 2006). The 
key underlying assumption for a Tobit specification is that 
farmers demanding modern inputs have unconstrained 
access to the technology. However, in situations where 
input supply systems are underdeveloped this is often 
untenable, as farmers wanting to adopt a new technology, 
fertilizer in this study, often face input access constraints. 
The Tobit specification has no mechanism to distinguish 
households with a constrained positive demand for the new 
technology from those with unconstrained positive 
demand, and assumes that a household not adopting the 
technology is making a rational decision. Hence, in the 
case of access constraints to access inputs, the Tobit 
model yields inconsistent parameter estimates 
(Croppenstedt et al., 2003). 

Evidence from previous studies shows the critical role 
that underdeveloped input supply and marketing systems 
play on input choices and technology adoption in 
smallholder agriculture (Shiferaw et al., 2008). Smallholder 
farmers in many rural areas are semi-subsistence 
producers and consumers who are partially integrated into 
imperfect rural markets. Factor markets for labor, land, 
traction  power,  and  credit  in  rural  areas  of   developing  
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Table 2. Cereal area under modern and traditional technology. 
 

Crop and technology 
Total area (000 ha)  Share in crop area (%)  Annual growth 

rate (%) 2003 2004 2006 2007  2003 2004 2006 2007  

Barley            
Fertilizer + improved seed 0.8 1.8 0.9 1.2  0.1 0.3 0.1 0.2  10.7 
Fertilizer + local seed 145.6 164.4 173 140.6  25.8 25.6 27.3 26.6  -0.9 
No fertilizer + improved seed 1.2 2.1 0.1 0.2  0.2 0.3 0 0  -36.1 
No fertilizer + local seed 415.6 474.2 459 386.8  73.8 73.8 72.5 73.1  -1.8 
Total 563.1 642.5 632.9 528.9  100 100 100 100  -1.6 
            
Maize            
Fertilizer + improved seed 197.2 158.1 188.9 192.2  23.4 17.7 17.7 21.6  -0.6 
Fertilizer + local seed 99.5 124.6 211.2 146.3  11.8 13.9 19.7 16.4  10.1 
No fertilizer + improved seed 10.7 9.5 9.9 5  1.3 1.1 0.9 0.6  -17.3 
No fertilizer + local seed 536.1 601.6 660.1 547.9  63.6 67.3 61.7 61.5  0.5 
Total 843.5 893.8 1070.2 891.3  100 100 100 100  1.4 
            
Teff            
Fertilizer + improved seed 3.7 7.7 8.2 9.7  0.3 0.5 0.5 0.6  27.2 
Fertilizer + local seed 634.2 705 902.2 821.4  45.2 47.2 54.4 53.5  6.7 
No fertilizer + improved seed 4.7 3.7 2.1 2.2  0.3 0.2 0.1 0.1  -17.3 
No fertilizer + local seed 761.4 778.7 745.8 701.7  54.2 52.1 45 45.7  -2.0 
Total 1,404 1,495 16,58.3 1,535  100 100 100 100  2.3 
            
Wheat            
Fertilizer + improved seed 24.9 28.3 22.5 14.1  3.7 3.4 2.6 2  -13.3 
Fertilizer + local seed 341.6 418.7 533 379.9  50.1 50.4 60.6 53.8  2.7 
No fertilizer + improved seed 5.8 5.3 4.2 6.1  0.9 0.6 0.5 0.9  1.3 
No fertilizer + local seed 308.9 379 320.3 305.5  45.4 45.6 36.4 43.3  -0.3 
Total 681.2 831.3 880 705.7  100 100 100 100  0.9 
            
Major Cereals            
Fertilizer + improved seed 227 196 221 217  6.5 5.1 5.2 5.9  -1.1 
Fertilizer + local seed 1,221 1,413 1,819 1,488  35.0 36.6 42.9 40.7  5.1 
No fertilizer + improved seed 22 21 16 14  0.6 0.5 0.4 0.4  -11.9 
No fertilizer + local seed 2,022 2,234 2,185 1,942  57.9 57.8 51.5 53.0  -1.0 
Total 3,492 3,863 4,241 3,661  100.0 100.0 100.0 100.0  1.2 
 

Source: Author’s calculation using CSA Agricultural Sample Survey data (various years).  
 
 
 
countries are often imperfect and/or even missing in some cases 
(Holden et al., 2001; Pender and Kerr, 1998). In these cases, 
access to fertilizer is the key threshold that farmers with positive 
desired demand for the new technology have to overcome. The 
double hurdle (DH)  model  (Cragg,  1971)  is  a  useful  and  proper 

approach to analyze technology adoption under constrained access 
to inputs, as many Ethiopian households face constraints in 
accessing inputs like fertilizer (Noltze, Schwarze and Qaim, 2012). 
This paper also adopts the DH model to examine technology 
adoption in  two  stages.  In  the  first  stage,   the   farmer   decides 
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Figure 1. Share of cultivated area in total wereda area for four cereal crops, in percentage; Source: Author’s computation using 
CSA data (various years). 
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Figure 2. Spatial distribution of fertilizer use in cereal production; Source: Author’s 
calculation using CSA data (various years). 
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whether or not to participate in the fertilizer market. If he/she 
chooses to participate, the next step is to decide the quantity to 
purchase. Through this procedure, the DH model allows  separation  
of the sample  of farming households into three groups: households 
adopting fertilizer, households wanting to adopt but reporting no 
positive application, and households choosing not to adopt. We 
incorporate this additional information to the DH model to obtain 
more efficient and consistent estimates of technology adoption. 
Similar DH model is adopted by Asfaw et al. (2011) to examine the 
adoption of chickpea seed variety in Ethiopia. 

The DH model used in this study has two equations, one 
explaining access to fertilizer, and the other one explaining the level 
of application once access to inputs is granted. First, the latent but 
unobservable variable underlying an individual farmer’s access to 

fertilizer can be modeled as: 

 

,                                                                          (1) 

 

where  is a vector of variables that affect access,  is the 

parameter vector, and e is random variable distributed as normal 
with mean 0 and variance 1. The unobserved demand for fertilizer 

of farmers  can be modeled as: 

 

,                                                                         (2) 

 

where   is a vector of variables that determine the demand 

function, β is parameter vector, and u is normal random variable 

with mean 0 and variance . The observed input demand ( ) is 

characterized by the interaction of Equations (1) and (2). A positive 
use of input like fertilizer is observed only if two thresholds are 
passed in the decision making process. Hence the farming 
households are separated into three groups. Group 1 represents 
the adopters as the farmer has passed the positive demand 

threshold (  >0) and has access to input (  > 0). Group 2 in the 

sample includes farmers who want input (  >0) but cannot 

because of some constraints like lack of access (  ≤ 0). Group 3 

consists of farmers who do not want to use input (  < 0) whether 

they have access to it or not (  > 0 or ≤ 0).  

We assume that the access and demand equations are 
independent and that the log likelihood function for the sample-
separated data can be expressed as: 
 

,          (3) 

 

where φ and  are the probability density and cumulative 

distribution function of the standard normal variable, respectively; 1,  

 
 
 
 
2 and G3 are indicator functions showing whether a given 
observation belongs to group 1, 2 or 3, respectively. Equation (3) 
can be estimated using maximum likelihood (ML) techniques, which 

gives consistent estimates of the parameters. If  and  are 

independent, the maximum likelihood function can be separated 
into a probit and a truncated normal regression model. The model 
specification of the DH estimator can be tested against the Tobit 
model using a likelihood ratio (LR) test to determine whether the 
data supports sequential technology adoption decisions or 
traditional probit and Tobit approaches are sufficient.  

We address potential endogeneity of some of the explanatory 
variables (in particular the variable representing “extension”) using 
the control function (CF) approach of Rivers and Vuong (1988).  
According to Imbens and Wooldridge (2008), the CF approach 
offers some distinct advantages for models that are nonlinear in 
parameters or endogeneity variables because the CF estimator 
tackles the endogeneity by adding an additional variable to the 
regression, generating more precise and efficient estimator than the 
IV estimator.  

After obtaining coefficient estimates for parameters of interest, 
we can derive the average partial effects (APE) of the explanatory 
variable across plot and time. The APE is the partial effect 
averaged across the sample. The first step in obtaining the APE is 

to derive the partial effect for the explanatory variable of interest  

for each observation in the sample. The partial effect of a variable 

 on the unconditional expected value of y depends on whether  

is an element of access equation (2) or demand equation (1), or 

both (Burke, 2009). First, if  is an element of both equations, the 

partial effect is: 
 

    

                                                                     

.          (4) 

 

If  is only determining the probability of Y > 0 in the access 

Equation (1), then  = 0, and the second term on the right-hand 

side of Equation (4) disappears. If  is only determining the value 

of Y in the demand Equation (2), given that Y > 0, then  = 0, and 

the first term on the right-hand side is dropped. 
The APE for a continuous variable is then calculated as the 

average of the partial effects. The APE of a binary explanatory 
variable is calculated as the mean difference between unconditional 

expected value, , valued at the binary variable D=0 and D=1. 

The APE is generally of greater interest than the partial effect at the 
average of the sample mean, particularly in nonlinear models and in 
the case of discrete variables (Imbens and Wooldridge, 2008). 
However,  the  APE  obtained  from  the  control  function  approach  



 
 
 
 
outlined above cannot be used for statistical inference. Therefore 
the bootstrap method is used to obtain the variances of APE and 
their associated significance levels. 
 
 
Data and descriptive statistics 
 
The model in Equation (3) is estimated empirically using data from 
CSA annual agricultural sample surveys conducted in four years: 
2003 to 2004, 2004 to 2005, 2006 to 2007, 2007 to 2008, covering 
all crop production regions of Ethiopia. More recent years are not 
included in the analysis because administrative border shifts 
substantially due to government reconstruction. The surveys are 
nationally representative under a stratified two-stage cluster sample 
design. First enumeration areas (EAs) were selected using 
probability proportional to the number of agricultural households 
from the census and adjusted for the sub-sampling effect (with the 
caveat that the survey does not cover the non-sedentary population 
in some zones). At the second stage, 25 agricultural households, 
households with at least one member engaged in growing crops 
and/or raising livestock, from each sample EA were systematically 
selected at the second stage. Each year more than 2,000 
enumeration areas (EAs) were selected, resulting in about 50,000 
agricultural households growing cereals and other annual and 
permanent (perennial) crops. The exact number of EAs and 
agricultural households covered in the survey varies slightly each 
year due to cost and other considerations. In the selected rural 
peasant households the agricultural data were collected from 
sedentary agricultural holders, who operate the land that is used 
wholly or partly for agricultural production. Unfortunately due to the 
nature of the survey, it is impossible to build a panel of households 
for analysis. 

Data on crop production and agricultural practice are recorded at 
plot level. Information on farming practice of irrigation, using 
agricultural chemicals, growing a single crop (mono-cropping) and 
land rental access are binary variables. Extension access is defined 
as whether the plot under government extension programs. At 
holder level, variables about access to credit and advisory services 
are binary variables defined as whether the holder benefit from 
credit service and agricultural advisory services in the locality. 
Agricultural advisory service is related with extension but not the 
same because a holder can have plots not under government 
extension programs but still receiving advisory service from other 
organizations  like  NGOs and vice versa. Land fragmentation is 
represented by the number of plots operated by the holder, and 
crop rotation refers to whether the holder practices crop rotation or 
not. Gender, age, and education grade refer to the holder’s 
demographic characteristics.  

At household level, household size and total cereal area are 
included to capture household labor and land resources. At 
community level, having experience with fertilizer is defined as the 
share of crop area using fertilizer in total cereal area, while the 
importance of a particular crop is the proportion of the crop area in 
total cereal area. Knowledge availability in community is captured 
by the area share of crop land using fertilizer in the wereda (districts 
in Ethiopia). 

Location affects technology adoption through social and agro-  
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climatic effects, and measures of location and spatially-
differentiated variables can explicitly quantify effects of spatial 
factors on technology uptake and land use. This survey database is 
complemented by spatial information, incorporating variables that 
reflect   heterogeneity in the quality and availability of natural 
resources, demographic distribution, and infrastructure and market 
access.  

The spatial variables include market access, population density, 
road density and land productivity at wereda level. Market access is 
defined as average travel time in minutes to reach a market of 
50,000 or more people (CSA, EDRI and IFPRI, 2007). Road density 
is the ratio of the length of total road network to land area in the 
wereda, measured in kilometers per square kilometer (CSA, EDRI 
and IFPRI, 2007). The road network includes all roads in the 
country: motorways, highways, main or national roads, and 
secondary or regional roads. Population density measures the 
number of persons per square kilometer (CSA, 2010). Crop 
suitability is calculated based on agro-ecological zones to capture 
the quality of natural resources for production of the different crops 
at wereda level. It evaluates land resources and biophysical 
limitations and potentials for each crop, hence provides the 
distribution of land, classified into five suitability classes: very 
suitable, suitable, moderately suitable, marginally suitable and not 
suitable. Two variables are used to capture suitability for each of 
the four cereal crops. One variable is area share of highly suitable 
land, which is the ratio of total very suitable and suitable land in the 
wereda to total wereda area (EDRI, 2009). The other variable is 
area share of moderately to marginally suitable land, defined as the 
ratio of total moderately and marginally suitable land to total wereda 
area (EDRI, 2009).  

Based on Just and Zilberman (1983), we classify explanatory 
variables for fertilizer access Equation (1) in the DH model and 
available from CSA data as follows: a) financial constraints -- 
access to credit; b) fixed costs of adopting the technology; and c) 
spatial constraints and supply-side effects. Similarly, we group 
variables affecting the demand of fertilizer (Equation 2) in: a) 
variables affecting productivity in the use of fertilizer; b) resource 
availability and risk related variables; and c) spatial variables 
affecting prices and profitability. Table 3 summarizes the variables 
used in the analysis.   

Variables in the dataset assumed to affect access to inputs 
(Equation 1) include farmer’s access to extension services, farmers’ 
characteristics like gender, age and education, and the level of 
adoption in the district where the farmer is located (measured as 
the share of the crop using improved technology in total area of that 
crop in the district). Most of these variables are related to fixed 
costs incurred when adopting the new technology and result from 
the farmer’s need to access to knowledge that would allow him/her 
to implement the new technology We expect a positive relationship 
between access to fertilizer and access to extension services, 
education and the level of adoption at the district level. Supply-side 
effects such as lack of supply, late delivery and inadequate 
infrastructure are captured by variables representing market 
access, population and road density and zonal dummies. 

Variables explaining demand of fertilizer are irrigation and the 
use of pesticide and herbicide which we consider respectively as 
complementary   investments    and    inputs    that    can    increase  
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Table 3. Factors used to determine fertilizer adoption. 
 

Type Variable Plot Holder Household Wereda 

Access to fertilizer      
Financial constraints Access to credit  X   

      

Fixed costs of adoption 

Access to extension  X    
Access to advisory service  X   
Gender   X   
Age  X   
Education grade  X   
Area share of crop land using fertilizer   X X 

      

Spatial constraints, supply- 
side effects 

Market access    X 
Population density     X 
Road density     X 
Zonal dummies     
Year dummies X    

      
Use of fertilizer      

Variables affecting  
productivity in the use  
of fertilizer 

Irrigation X    
Use of pesticide and herbicide X    
Mono-crop in the particular plot  X    
Crop rotation  X   
Access to extension  X    
Access to advisory service  X   
Gender   X   
Age  X   
Education grade  X   
Area share of crop land using fertilizer   X X 
Area share of highly suitable land    X 
Area share of moderately to marginally suitable land    X 

      

Resource availability and  
risk related variables 

Household size   X  
Total cereal area   X  
Area share of the crop in total cereal area    X  
Number of plots  X   
Access to land (plot is rented) X    

      

Spatial constraints,  
supply-side effects 

Market access    X 
Population density     X 
Road density     X 
Zonal dummies    X 
Year dummies X    

 

Source: Variables from CSA Agricultural Sample Survey data (various years). 



 
 
 
 
productivity of fertilizer. Farmer’s characteristics like gender, age 
and education can also affect demand of fertilizer use. Quality of 
natural resources measured as suitable area in the district where 
the farmer is located is used as an indicator of expected crop 
response to fertilizer. Finally, specialization in a particular crop can 
facilitate   use and improve   efficiency in   the   use   of   fertilizer. 
Resource availability and risk related variables are also key 
determinants in the adoption decision and intensity of fertilizer use. 
According to Coady (1995), a wealthy farmer usually exhibits 
decreasing absolute risk aversion but increasing relative risk 
aversion, meaning that the farmer will tend to use higher absolute 
levels of inputs but less inputs per hectare than less wealthier 
producers. We expect variables indicating wealth and capital 
availability as total area and access to additional land (renting land), 
to be positively related to fertilizer use, with estimated coefficients 
smaller than 1 if households are relative risk averse. The share of 
the crop in total area reflects the importance of the crop in the 
production system, and we expect this variable to be positively 
related to fertilizer use. The correlation between household size and 
fertilizer use should be positive for two reasons. First, we assume 
that fertilizer application is a labor intensive task, and with the cost 
of family labor being lower than that of hired labor, a positive 
coefficient for this variable captures this lower cost of applying 
fertilizer (Coady, 1995). A second explanation for a positive 
coefficient of household size is related to risk. With labor being a 
“safe” asset, compared to crop production, more family labor is 
equivalent to a higher level of non-stochastic assets, allowing for 
higher use of fertilizer. 

Spatial variables like market access, population density and road 
density affect the level of fertilizer use through marketing and 
transportation margins affecting the prices that farmers pay for 
fertilizer and eventually also the price they receive for their 
products. Zonal dummies capture other specific spatial effects not 
captured by other variables. 
 
 
Descriptive statistics 
 
Table 4 presents descriptive statistics of explanatory variables in 
the DH model by group of fertilizer usage for four major cereal 
crops (barley, maize, teff, and wheat). The table shows substantial 
differences between technology adopters and non-adopters. 
Compared to non-adopters, adopters report larger plot size, higher 
yields, they are more specialized, they show higher use of pesticides 
and herbicides, they are younger, more educated, more experienced 
and wealthier than non-adopters (more oxen, crop fields and larger 
cereal area), and they have better access to extension, credit, 
advisory services, larger household size. There are also differences 
in the spatial location of adopters and non-adopters. Adopters tend 
to have better market access, improved infrastructure (higher road 
density), they are located in regions with higher population density, 
better natural endowments (crop suitability), and live in weredas 
where technology has disseminated broadly. 
 
 
RESULTS AND DISCUSSION 
 
Following the framework outlined in the previous section,  

Yu and Nin-Pratt         329 
 
 
 
the endogeneity of extension is addressed by a control 
function at plot level. The reduced form equation of 
endogenous explanatory  variable,  extension  access,  is 
regressed over exogenous variables including land 
rental, farming practice (mono-crop, chemical use, crop 
rotation, damage control and irrigation), holder 
characteristics (gender, age, education grade), access to 
credit and advisory services, household characteristics 
(household size, farm size, experience in fertilizer, 
importance of crop) and wereda fertilizer adoption level. 
Year dummies are used to control time variations and the 
error term incorporated cluster effect at EA level. 
 
 
Determinants of fertilizer access   
 
Treating extension as endogenous variable, Table 5 
reports results of the econometric estimation of the DH 
model for fertilizer access at plot level. The first result to 
be noted is that of the Wald test for independent 
equations at the bottom of the table indicating that the 
extension service is endogenous in the decision making 
process of fertilizer adoption. Compared to the 
coefficients obtained under the assumption of exogenous 
extension, the coefficients estimated using the CF 
approach is smaller in the access function, but larger in 
the demand function. It suggests that extension service 
boosts the probability of having fertilizer access but does 
not affect the amount of fertilizer used among users. We 
also tested the model by checking the hypothesis that 
farmers make input decisions simultaneously instead of 
sequentially as assumed by the DH model. To do this we 
estimated the Tobit and the DH model separately and 
compared their log-likelihoods (LR test at the bottom of 
Table 5). We found that the log-likelihood of the DH 
model is significantly larger than that of the Tobit model, 
confirming the relative superiority of the DH specification 
for this dataset over the Tobit model.  

Looking at the main results of the model explaining 
access to chemical fertilizer we find that the main 
explanation of access to fertilizer is the possibility of 
reducing the fixed knowledge cost related to adoption of 
the new technology, mainly through access to extension 
services. Also important in explaining access to fertilizer 
is the share of total cereal land under fertilizer both at 
household level and at the wereda level where the 
household is located, suggesting that fertilizer is more 
likely to be adopted in households who have already 
used this input in other crops, and in districts with better
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Table 4. Descriptive statistics of adopters and non-adopters of fertilizer by crop and input use. 
 

Variable 
Barley  Teff  Wheat  Maize 

Non-adopter Adopter  Non-adopter Adopter  Non-adopter Adopter  Non-adopter Adopter 

Plot level            
Plot area (ha) 0.12 0.16  0.21 0.27  0.14 0.24  0.10 0.18 
Plot yield (ton/ha) 1.09 1.27  0.90 1.00  1.25 1.60  1.66 2.05 
Extension (yes = 1) 0.08 0.31  0.07 0.27  0.10 0.29  0.05 0.55 
Irrigation (yes = 1) 0.01 0.01  0.01 0.00  0.01 0.01  0.03 0.02 
Improved seed (yes = 1) 0.00 0.01  0.00 0.01  0.01 0.05  0.01 0.44 
Pest. and herbicide (yes = 1) 0.02 0.12  0.06 0.14  0.05 0.18  0.01 0.02 
            

Holder level            

Gender (male = 1) 0.85 0.84  0.88 0.87  0.86 0.85  0.83 0.87 
Age 45.5 44.7  43.3 42.9  45.1 43.7  43.3 41.3 
Education grade 2.1 2.8  2.2 2.8  2.3 3.0  2.4 2.8 
Credit (yes = 1) 0.21 0.41  0.18 0.39  0.21 0.38  0.18 0.37 
Advisory service (yes = 1) 0.47 0.51  0.45 0.54  0.47 0.50  0.38 0.58 
Number of oxen  1.2 1.3  1.3 1.5  1.2 1.4  1.1 1.2 
            

Household level             
Household size 5.37 5.82  5.31 5.66  5.36 5.76  5.28 5.68 
Cereal area (ha) 0.82 1.03  0.93 1.19  0.86 1.14  0.78 0.95 
Crop land using fertilizer (%) 15.5 84.0  8.9 76.7  12.7 81.8  18.8 74.6 
            

Wereda level            

Market access (minutes) 258 230  261 239  257 233  263 248 
Road density (km/km2) 30.8 34.8  29.5 31.6  30.5 34.2  29.3 32.4 
Population density (persons/km2) 199 221  177 194  193 223  193 213 
Area share of highly suitable land (%) 0.13 0.19  0.29 0.32  0.2 0.2  0.25 0.29 
Crop land using fertilizer (%) 20.3 37.2  39.2 51.7  36.3 55.4  22.0 31.2 

 

Source: Author’s calculation using CSA agricultural sample survey data (various years). 
 
 
 
access to inputs and knowledge on the new 
technology.  

Holder’s characteristics also affect household’s 
access to   fertilizer.   In  particular,   age   has    a   

significant  and  negative effect on the likelihood 
of fertilizer adoption in the case of maize, wheat 
and barley, supporting the hypothesis that older 
holders  are  less  likely   to  access   the   modern 

technology than younger holders. Accessibility is 
better in male-headed households than their 
female-headed counterparts among teff and 
barley  farmers.  No  relation  between  access   to 
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Table 5. Double hurdle regression estimates for fertilizer access.a  
 

Variable 
Maize  Teff  Wheat  Barley 

Coefficient P > z  Coefficient P > z  Coefficient P > z  Coefficient P > z 

Fertilizer access (yes=1)            

Credit (yes = 1) -0.094 0.000  0.027 0.185  0.067 0.002  -0.115 0.000 

Extension (yes = 1) 2.646 0.000  0.014 0.902  0.231 0.059  1.611 0.000 

Advisory service (yes = 1) -0.299 0.000  0.012 0.677  0.070 0.083  -0.263 0.000 
Gender (male = 1) 0.013 0.527  0.093 0.000  -0.000 0.987  0.067 0.024 
Age -0.002 0.000  0.001 0.306  -0.003 0.000  -0.004 0.000 
            
Education grade 0.004 0.173  -0.003 0.440  0.001 0.828  0.000 0.997 
Area share of total crop land using fertilizer (household) 0.022 0.000  0.040 0.000  0.035 0.000  0.031 0.000 
Area share of total crop land using fertilizer (wereda) 0.010 0.000  0.012 0.000  0.013 0.000  0.013 0.000 
Market access (wereda) -0.000 0.000  0.000 0.001  -0.001 0.000  -0.000 0.000 
Population density (wereda) 0.000 0.048  -0.000 0.037  0.000 0.162  -0.000 0.854 
Road density (wereda) -0.001 0.000  -0.001 0.000  -0.001 0.001  -0.001 0.007 
            
Generalized residual -0.477 0.000  0.497 0.000  0.383 0.000  -0.449 0.000 
Constant -2.652 0.000  -2.450 0.000  -2.322 0.001  -3.827 0.000 
            
Observations 110162   89533   60228   62026  
Log likelihood -167.6   4820   7412   3635  
P-value of Wald test of indep. eqns. (rho = 0) 0.274 0.000  0.290 0.000  0.257 0.000  0.259 0.000 
P-value of LR test of Tobit model 19983 0.000  25783 0.000  21405 0.000  12830 0.000 

 

Note: a Extension is treated as an endogenous variable; Source: Author’s calculation using CSA data (various years). 
 
 
 
fertilizer and education was found.  

The spatial variables included to explain access 
do not appear to have major impact as their 
coefficients are quite small. In the case of maize, 
the spatial effects are better captured by the zonal 
dummies (not reported). Access to fertilizer in 
maize production is more likely in the south and 
southwest, around Awasa and Jimma, in West 
Oromia, and in the zones crossed by the major 
road going east to Djibouti: West and East 
Hararge, West Arsi and Harari). Coefficients of the 
dummy  variables  in  the  case  of  teff  show  that  

farmers  of some zones in SNNP and in particular 
in Amhara with high teff production have 
difficulties to access the technology. In the case of 
wheat, none of the coefficients of the zonal 
dummy variables is significant, indicating that only 
variables related to fix costs of the technology are 
relevant explaining access to fertilizer. 
 
 
Determinants of fertilizer demand    
 
Results for the estimation of the model explaining 

area planted using fertilizer conditional on access 
to fertilizer at plot level are presented in Table 6. 
The conditional area under fertilizer is mainly 
explained by: specialization in the particular crop 
(mono crop production at the plot level); access to 
inputs through extension specialist; previous 
knowledge and experience in cereal production 
(crop rotation); access to land rental market and 
land fragmentation; total cereal area; share of the 
crop in total household cultivated cereal area; and 
the area under fertilizer in the wereda.  

The area under  cereal  production  is  positively  
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Table 6. Double hurdle regression estimates for fertilizer use. 
 

 Variable 
Maize  Teff  Wheat  Barley 

Coefficient P>z  Coefficient P>z  Coefficient P>z  Coefficient P>z 

Area under chemical fertilizer            
Irrigation (yes = 1) -0.049 0.216  -0.208 0.000  -0.136 0.003  -0.044 0.561 
Pesticides and herbicides (yes = 1) 0.019 0.547  0.053 0.000  0.055 0.000  0.089 0.000 
Mono-crop (yes = 1) 0.243 0.000  0.132 0.000  0.514 0.000  0.157 0.000 
Crop rotation (yes = 1) 0.039 0.008  0.034 0.004  0.055 0.000  0.006 0.769 
Extension (yes = 1) 0.187 0.005  0.102 0.005  0.071 0.097  0.148 0.017 
Advisory service (yes = 1) -0.015 0.505  -0.024 0.037  -0.014 0.363  -0.026 0.237 
Gender (male = 1) 0.076 0.000  0.029 0.000  0.020 0.014  0.020 0.182 
Age 0.001 0.000  0.003 0.000  0.003 0.000  0.002 0.000 
            
Education grade -0.007 0.000  0.001 0.114  -0.000 0.813  0.004 0.046 
Area share of total crop land using fertilizer  0.000 0.525  0.000 0.045  -0.000 0.135  -0.000 0.142 
Area share of total crop land using fertilizer (wereda) 0.001 0.043  -0.001 0.000  0.001 0.007  0.002 0.000 
Share of highly suitable land 0.025 0.160  0.005 0.785  0.018 0.378  -0.062 0.019 
Share of moderately to marginally suitable land -0.018 0.542  -7.185 0.024  0.573 0.000  -0.098 0.082 
            
Household size 0.000 0.783  -0.001 0.217  0.004 0.002  0.002 0.347 
Cereal area of household 0.317 0.000  0.182 0.000  0.155 0.000  0.281 0.000 
Share of the crop in total cereal area  0.006 0.000  0.004 0.000  0.004 0.000  0.007 0.000 
Number of plots under holder -0.047 0.000  -0.044 0.000  -0.038 0.000  -0.057 0.000 
Plot is rent (yes = 1) 0.050 0.001  0.000 0.992  0.038 0.000  0.105 0.000 
Market access 0.000 0.000  0.000 0.000  0.000 0.411  0.000 0.449 
Population density  -0.000 0.000  -0.000 0.017  -0.000 0.001  -0.000 0.160 
Road density  0.000 0.478  -0.000 0.000  -0.001 0.000  -0.001 0.000 
            
Generalized residual -0.041 0.290  -0.054 0.011  -0.020 0.419  -0.076 0.026 
Constant -0.676 0.000  -0.420 0.000  -0.443 0.551  -1.626 0.005 
Log-likelihood -10040.9   71.4   -30098   -16162  

 

Note: a Extension is treated as an endogenous variable; Source: Author’s calculation using CSA data (various years). 
 
 
 
associated with area using fertilizer. The 
coefficients of advisory services are far smaller 
and can be insignificant, suggesting extension is 

the dominants source of knowledge for holders. In 
addition, farmers increase fertilizer application of a 
particular cereal crop if the crop is important in the 

production system (captured by the crop’s area 
share). Households that rent land for crop 
production tend to have larger area under fertilizer  



 
 
 
 
than those without access to land. Similar to total land 
under cereal production, having access to land rental 
market results in an increase in the area using fertilizer 
but a reduced share of fertilized area in total cereal land. 
Coefficients obtained for land rental in different crops 
support the hypothesis that households compensate 
forthe additional risk of increasing area of a crop by 
reducing input intensity for that crop. 

In contrast with other studies (e.g. Croppenstedt et al., 
2003), family size does not play a significant role 
determining fertilizer use. As fertilizer is assumed to be a 
labor intensive technology, it is expected that availability 
of family labor would result in higher fertilizer use. Only in 
the case of wheat we find that household size is 
positively and significantly related to area under fertilizer. 
A possible explanation for our results is that farmers 
make their decisions of the area applied fertilizer mainly 
based on the crop growing in the plot, and the availability 
of labor is not a constraint yet given the relatively low 
adoption rate of fertilizer.  

Among holder characteristics we find that age has a 
positive and statistically significant effect on fertilizer 
demand in all crops suggesting that among adopters, 
farming experience is related to efficiency and adoption in 
the use of fertilizer, at both household and wereda level. 
We also find a significant effect of gender in conditioning 
fertilizer demand and households with more educated 
head exhibit higher fertilizer adoption in barley production 
but not in the case maize. With the exception of market 
access for maize and teff, the coefficients of spatial 
variables (crop suitability, population and road density) 
are negligible, indicating that biophysical and 
demographic conditions are not the major constraints in 
fertilizer adoption in Ethiopia. 
 
 
Average partial effects   
 
As identification and estimation of average effects 
become more complicated in the case of nonlinear 
models with discrete variables, as in this study, it is not 
easy to examine and compare the effect on fertilizer 
adoption from different influencing factors. The average 
partial effect (APE) is hence introduced to measure the 
average change in technology adoption due to a change 
in the variables of interest. We obtained average partial 
effects by bootstrapping the estimated model and results 
after 500 iterations are reported in Table 7. These results 
show that extension has  a  significant  positive  effect  on  
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fertilizer adoption. For example, households having 
access to extension can increase the average maize area 
under fertilizer by 0.1 ha.  

The higher the share of crop area under fertilizer at 
household and district level the higher fertilizer use. 
Farmers’ own skills and knowledge, represented by mono  
crop, crop rotation, and uses of chemicals, all contribute 
to the quantity of fertilizer used. APEs of variables 
associated with household wealth confirm that 
households have exhibited decreasing absolute risk 
aversion but increasing relative risk aversion. 
Fragmented land plots prevent wide adoption of 
technology, while on average a plot managed by a male 
holder tends to show higher fertilizer use, than those 
managed by younger female holders. APE results also 
suggest that although infrastructure related factors like 
market access, and population and road density do have 
an impact on fertilizer adoption, their effects are small 
and not comparable with the agroecological constraints 
defined by crop suitability.  

Ranked by APE, the top three factors affecting average 
change in area using fertilizer are extension, mono-crop 
and total area for cereal production. Similarly, Extension, 
cereal area and mono-crop are found major contributors 
in changes in fertilizer adoption. Our results are 
consistent with previous studies on fertilizer adoption in 
Ethiopia, especially in the role of extension and farmers’ 
experience. 
 
 
Conclusion 
 
Extension services have played a central role in 
facilitating access to the promoted technology, as it is the 
instrument to disseminate new technology package 
including seed, fertilizer and new farming practice. 
Ethiopia’s agricultural extension system is one of the 
largest in the world, with over 60,000 development 
agents working in nearly 10,000 farmer training centers 
throughout the country. This paper aims to understand 
the extent and determinants of fertilizer adoption in the 
country. A double hurdle model is chosen, which allows 
us to analyze separately the factors affecting access of 
farmers to the new technology and demand for fertilizer 
conditional to access in a sequential approach, 
addressing the endogeneity of extension service. Built on 
the framework of Asfaw et al. (2011), the study is the first 
to estimate fertilizer adoption using nationally 
representative  data  from  Ethiopia  Agricultural   Sample  
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Table 7. Average partial effects of factors on chemical fertilizer adoption. 
 

Average increase in area under fertilizer (ha) 
Maize  Teff  Wheat  Barley 

APE t-value  APE t-value  APE t-value  APE t-value 

Variables in both demand and access equations            
Extension (yes = 1) 0.1007 7.9  0.0209 2.6  0.0184 2.2  0.0342 5.4 
Advisory service (yes = 1) -0.0056 -4.0  -0.0043 -2.0  -0.0012 -0.4  -0.0046 -3.7 
Gender (male = 1) 0.0040 5.5  0.0072 4.7  0.0034 0.9  0.0017 1.9 
Age 0.0000 0.9  0.0005 8.4  0.0004 6.9  0.0001 3.3 
Education grade -0.0003 -3.2  0.0002 0.9  -0.0001 -0.2  0.0002 1.6 
Area share of total crop land using fertilizer (household) 0.0004 22.6  0.0010 36.4  0.0007 22.5  0.0004 22.1 
Area share of total crop land using fertilizer (wereda) 0.0002 11.8  0.0001 4.9  0.0003 10.7  0.0003 16.4 
Market access 0.0000 1.1  0.0000 10.8  0.0000 -1.1  0.0000 -1.2 
Population density  0.0000 -2.2  0.0000 -3.0  0.0000 -0.4  0.0000 -1.0 
Road density  0.0000 -0.7  -0.0001 -5.6  -0.0002 -3.8  -0.0001 -5.7 
            
Variables in demand equation only            
Irrigation (yes = 1) -0.0024 -1.1  -0.0319 -5.9  -0.0212 -3.4  -0.0019 -0.6 
Pesticides & herbicides (yes = 1) 0.0010 0.5  0.0099 6.1  0.0092 5.8  0.0043 5.3 
Mono-crop (yes = 1) 0.0135 12.6  0.0243 3.5  0.0928 9.7  0.0074 4.0 
Crop rotation (yes = 1) 0.0020 1.8  0.0060 2.2  0.0085 2.4  0.0003 0.3 
Share of highly suitable land 0.0013 1.3  0.0009 0.3  0.0035 0.9  -0.0028 -2.1 
Share of moderately to marginally suitable land -0.0009 -0.5  -1.3125 -2.5  0.0876 4.4  -0.0045 -1.6 
Household size 0.0000 0.2  -0.0002 -1.1  0.0006 1.5  0.0001 0.8 
Cereal area of household 0.0166 18.4  0.0332 33.5  0.0267 30.8  0.0129 24.1 
Share of the crop in total cereal area  0.0003 29.7  0.0008 34.5  0.0008 31.8  0.0003 28.1 
Number of plots under holder -0.0025 -16.7  -0.0081 -18.7  -0.0065 -25.1  -0.0026 -19.4 
Plot is rent (yes = 1) 0.0027 3.1  0.0000 0.0  0.0067 4.6  0.0052 6.1 

 

Source: Author’s calculation using CSA data (various years). 
 
 
 

Surveys while considering model endogeneity 
using a control function approach.  

The major findings are presented below, 
centered on the impact of extension. First, 
statistical tests allow us to examine several 
theoretical and methodological assumptions laid 
out at the start of the study. The studyconfirms the 
endogeneity of extension service  in  the  decision 

making process of fertilizer adoption. Log-
likelihood test also indicates that farmers make 
input decisions sequentially, not simultaneously, 
highlighting the relative superiority of the DH 
specification for this analysis. Average partial 
effect from bootstrapping process is appropriate in 
inspecting the unconditional effects of factors that 
influence  the   adoption   process   because   it  is 

especially helpful in cases when there are 
observations with zero values for input use. 

Second, extension service boosts fertilizer use, 
which corroborates with many other studies on 
fertilizer adoption in Ethiopia (Beshir et al., 2012; 
Carlsson et al., 2005; Wubeneh and Sanders, 
2006; Noltze et al., 2012). Extension not only 
increases the probability of  adoption  fertilizer  but  
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Figure 3. Yield distributions of cereals at the plot level different input 
combinations (average values 2003-2007 in kilograms per hectare); 
Source: Author’s computation using CSA agricultural sample survey 
data.  

 
 
 
expand the area planted using fertilizer conditional on 
access to fertilizer. Farmers face a high “knowledge” cost 
related to adoption of new technology and extension 
services helps cut the adoption cost (Asfaw and 
Admassie, 2004). Education and past experience can 
also effectively lower the adoption barrier and hence 
promote the diffusion of new technology, which were also 
identified in earlier studies by Admassie and Ayele (2004) 
and Beshir et al. (2012). Other factors affects fertilizer 
use includes household wealth, access to land rental 
market, land fragmentation and the importance of the 
crop in the production system.  

Third, similar to Dercon and Christiaensen (2011), risk 
aversion behavior can have a considerable impact on 
farmer’s fertilizer adoption decision. Having access to 
land rental market can increase the area using fertilizer 
but reduce the share of fertilized area in total cereal land, 
suggesting that households compensate for the 
additional risk of increasing area of a crop by reducing 
input intensity for that crop. In addition, variables 
associated with household wealth confirm that 
households have exhibited decreasing absolute risk 
aversion but increasing relative risk aversion. 

Fourth, spatial variables obtained through GIS tools are 
introduced in the analysis to capture of biophysical 
constraints and infrastructure factors like crop suitability 
and market access. Although we find market access and 
road density do have an impact on fertilizer adoption, 
their effects are small and not comparable with the 
agroecological constraints defined by crop suitability and 
other local agronomic and development conditions (Diao 
and Nin-Pratt, 2005; Tadesse et al., 2006). Substantial 
yield gain in maize and teff can be achieved if technology 
is provided through a locally tailored extension package. 
This translates into the need of an extension package 
focusing on improving access to technological packages 
that are adapted to local agroecological conditions to fully 
realize the potential. 

Although the results of this analysis highlight the 
important role and great potential of extension in the 
development of Ethiopia agriculture, the impacts of the 
strategy to raise cereal production and yields through 
extension have been mixed, as fertilizer use increased 
but access to extension and productivity growth remain 
low among farmers in the country. Some potential 
constraints  could  compromise  the  effectiveness  of  the  
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extension system, including service mismatching farmers’ 
need, deficiency of resources, low capabilities and 
knowledge of extension workers and lack of transparency 
and motivations. Readers can refer to Davis et al. (2010) 
for detailed discussion on these constraints. 

One problem observed from the data and that it is not 
necessarily captured by the DH model is the great yield 
variability among producers using fertilizers (Figure 3). 
First, the median of the yield distribution obtained using 
fertilizer + seed in maize and wheat is larger than that of 
the traditional technology but far from the expectations 
that the authorities had of doubling yields when the 
program was launched. Second, the highest yields (the 
90th percentile of the distribution) are close to those 
obtained in trials and experiments during the first face of 
PADETES (3,700 kg/ha in maize and close to 3,000 
kilograms per hectare in wheat). Reducing the high 
variability observed in yields with fertilizer+seed 
technology should result in movements of the mean and 
median of the yield distribution closer to what today are 
“frontier” values (high yield) resulting in improved 
conditions and incentives to adopt the technology. Third, 
median yields obtained in teff and barley using fertilizer 
technology are low and similar to those obtained using 
the traditional technology, with frontier values in the 
improved technology being much lower than those 
obtained with the traditional technology. This suggests 
that availability of improved varieties in teff and barley is 
still a major constrain to increase yields and that the only 
technical alternative to the traditional technology is the 
use of chemical fertilizer. The possibilities of increasing 
yields of these crops using fertilizer only are quite limited. 
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